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ABSTRACT. In the present paper, by making use of the differential subor-
dination and superordination results of Miller and Mocanu, certain classes
of admissible functions are determined so that subordination as well as
superordination implications of functions associated with an integral op-
erator hold. Additionally, differential sandwich-type result is obtained.
Keywords: Analytic function, subordination, superordination, starlike,
sandwich-type result, integral operator.

MSC(2010): Primary 30C45. Secondary 30D30, 33D20.

1. Introduction

Let H(U) be the class of functions analytic in U={z:z € C and |z| < 1}
and H[a,n] be the subclass of H (U) consisting of functions of the form
f(2)=a+anz" +an 12" 4

with H = H[1,1]. Let f and g be members of H(U).The function f is said
to be subordinate to g, or ¢ is said to be superordinate to f, if there exists
a function w analytic in U with w(0) = 0 and |w(z)| < 1(z € U), such that
f(2) = g(w(2)). In such a case we write f(z) < g(z). If ¢ is univalent, then
f(2) < g(z) if and only if f(0) = ¢g(0) and f(U) C ¢g(U) (see [9] and [10]).

Let >_ denote the class of functions of the form:

(1.1) f(z)zzip—i— Z apz® (peN={1,2,..}),

k=1—p
which are analytic and p—valent in U* = U\ {0}.
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For a function f in the class ) given by (1.1), Aqlan et al. [3] introduced
the following one parameter families of integral operator

ng(z)zzp%w/o <log§)a_1t°‘_1f(t)dt (a>0;peN),

Using an elementary integral calculus, it is easy to verify that

a k > 0:
(12)  Pof —+ Z (k‘+p+1) arz® (a>0;peN).
Also, it is easily verified from (1.2) that
(1.3) 2(Pof(2) =Py~ f(2) = (1L +p)Ppf(2).

_ Denote by @ the set of all functions ¢ that are analytic and injective on
U\ E(q) where

B(g) = {c € OU  lim g(2) = oo},

and are such that ¢’ (¢) # 0 for ¢ € OU\E(q). Further let the subclass of @ for
which ¢(0) = a be denoted by Q(a) and Q(1) = Q1.

In order to prove our results, we shall make use of the following classes of
admissible functions.

Definition 1.1. /9, Definition 2.3a, p. 27] Let Q be a set in C, ¢ € Q and
n be a positive integer. The class of admissible functions ¥,,[Q),q|, consists of
those functions ¢ : C3 x U — C that satisfy the admissibility condition:

P(r,s,t;2) ¢ Q

—sarstonl) ol 55

where z € U, ¢ € OU\E(q) and k > n. We write V1], q| as ¥[Q, q].

whenever

In particular, if

Mz+a
M+ az
then ¢(U) = Uy = {w: |w| < M}, q(0) = a, E(q) = g and ¢ € Q (a). In
this case, we set U, [Q, M, a] = ¥,[€,¢], and in the special case when the set
Q = Uyy, the class is simply denoted by ¥,,[M, a].

Definition 1.2. [10, Definition 3, p. 817] Let Q be a set in C, ¢ € Hla,n]

with q/ (2) # 0. The class of admissible functions \II;L[Q,q] consists of those
functions 1 : C3 x U — C that satisfy the admissibility condition:

(r,s,4¢) € Q

q(z) =M (M >0, |a| < M),
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whenever

q (2)

where z € U, € U and m > n > 1. In particular, we write \Illl [,q] as
', q).

r=gq(z), s= z2q (Z)’ §R{iJrl} S;%{l‘i’zq”(Z)},

In our investigation we need the following lemmas which are proved by Miller
and Mocanu [9] and [10].

Lemma 1.3. [9, Theorem 2.3b, p. 28] Let i) € ¥,, [, q] with ¢(0) = a. If the
analytic function g(z) = a + ap2™ + apy12" T + - satisfies

W(9(2), 29 (2), 229" (2);2) € Q,
then g < q.

Lemma 1.4. [10, Theorem 1, p. 818] Let 1 € W[, q] with ¢(0) = a. If
g € Q(a) and

U(g(2), 29 (2), 229" (2); 2)

is univalent in U, then
@ {wlg(=), 29 (), 22" (2);2) s 2 € U}
implies ¢ < g.

Some interesting results of differential subordination and superordination
were obtained recently (for example) Ali et al. [1,2], Bulboaca [6,7], Shan-
mugam et al. [11] and others (see [4], [5] and [8]).

In this paper, by making use of the differential subordination and superordi-
nation results of Miller and Mocanu [9, Theorem 2.3b, p. 28] and [10, Theorem
1, p. 818], certain classes of admissible functions are determined so that sub-
ordination as well as superordination implications of functions associated with
the linear operator Py’ hold. Additionally, differential sandwich-type result is
obtained.

2. Subordination results involving P

Unless otherwise mentioned, we assume throughout this paper that o >
2,pe N, u >0,z €U and all powers are principal ones.
The following class of admissible functions is required in our first result.

Definition 2.1. Let Q be a set in C and g € Q1 NH. The class of admissible
functions ®1 [, q] consists of those functions ¢ : C> x U — C that satisfy the
admissibility condition

¢ (u,v,w;2) ¢ Q
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whenever
u=a(0)0="2E ),
w—(pt1)vtu ¢a” Q)
et }>m{”q'<c>}’

where z € U, ¢ € OU\E (¢q) and k > 1.
Theorem 2.2. Let ¢ € @1 [Q,q]. If f €3, satisfies

u WPy R wPT2f (2
{as((zppgf(z)) (P ) B (g () T
Pt ()
@) - (sz3f<z>>”< PTG ) ) :ZGU}CQ’

then
(zPPgf (z))# <q(z).
Proof. Define the analytic function g in U by
(2.2) 9(2) = (PP 1 ()"
Differentiating (2.2) with respect to z and using (1.3), we have

(PG )

(2.3) (ZPPg‘f (z)) =y B g .
Further computations show that
ppa w Py 2 (2) 1) (PO f ()P Po2f (2)
(Z pr(Z)) 'Pﬁ‘f(z) + (p 1)( pr( )) ( ng(z) )
(2.4) = ug (z) + <1 + i) zg (2) + %229”(2).

Define the transformations from C? to C by

2 1
(2.5)  w(rs,t)=rv(rs,t) :r—i—f,w(ns,t) = ur+ (1+>5+t.
[ 1 [

Let
¢(T7S7t;2«') = ¢(u7v7w;z)

2 1
(2.6) = qﬁ(r,r—i—s,ur—l—(l—i—)s—i—t;z).
[ [ [

796
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Using equations (2.2) - (2.4), and from (2.6), we obtain

"

U(g(2), 29 (2), 229" (2); 2)

H H Pgil z PP H ,PZ?72 z
= ¢ <(Zp7)3f(z)) (PP f (2)) 731?‘]0122())’ (PP f (2)) W
@1 -1 (P )" (W) ) |

Hence (2.1) becomes

U(g(2), 29 (2), 2% (2);2) € Q.
The proof is completed if it can be shown that the admissibility condition
for ¢ € @[, ¢] is equivalent to the admissibility condition for ¢ as given in
Definition 1.1. Note that
E_A'_:l: w—(/,c+l)v+u7
s v—u
and hence ¢ € U [Q, q]. By Lemma 1.3,

g=<gq or (zp’P;ff(z))M<q(z).

O

If Q # C is a simply connected domain, then 2 = h (U) for some conformal
mapping h of U onto 2. In this case the class ®1[h(U), ¢] is written as ®[h, ¢l.
The following result is an immediate consequence of Theorem 2.2.

Theorem 2.3. Let ¢ € ®1[h,q] with q(0) =1. If f €}’ satisfies

W Pp T (2) w Py f (2)

Per ) ) o)

y (<zpv>;f )" (P21 ()

(2.8) +(p—1) (zp’P;‘f (z))“ (W) ;z) < h(z),

then
(sz;f‘f (z))“ <q(2).

Our next result is an extension of Theorem 2.2 to the case where the behavior
of ¢(z) on AU is not known.

Corollary 2.4. Let Q C C and let g be univalent in U, q(0) = 1. Let ¢ €
®1[€2, g,] for some p € (0,1), where q,(z) = q(pz). If f €5, and

R T i M A C RPN W A
{¢<(prff O T D T )
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B 2
W) 2] :2€eUp CQ

= 1) (PR ()" ( e

then
(z”P;‘f (z))# <q(2).

Proof. Theorem 2.2 yields (2PPg f (2))" < g, (2). The result is now deduced
from ¢,(2) < q(2). O

Theorem 2.5. Let h and g be univalent in U, with ¢(0) =1 and set q,(z) =
q(pz) and h,(z) = h(pz). Let ¢ : C3 x U — C satisfy one of the following
conditions:

(1) ¢ € ®1]h,q,), for some p € (0,1), or

(2) there exists po € (0,1) such that ¢ € ®1lh,,q,] , for all p € (po,1).

If f €3, satisfies (2.8), then

(sz;f (z))u <q(2).

Proof. The proof is similar to the proof of [9, Theorem 2.3d, p.30] and is
therefore omitted. O

The next theorem yields the best dominant of the differential subordination
(2.8).

Theorem 2.6. Let h be univalent in U and ¢ : C2 x U — C. Suppose that the
differential equation
(2.9)

6 <g<z>,g<z> T Zglfz),ug () + (1 T j) )+ 22 () ) —h(2)

has a solution q with q(0) = 1 satisfies one of the following conditions:

(1) g € Q1 and ¢ € ®1[h, q],

(2) q is univalent in U and ¢ € ®4[h, q,], for some p € (0,1), or

(3) q is univalent in U and there exists py € (0,1) such that ¢ € ®1[h,,q,),
for all p € (po,1).

If f € 3, satisfies (2.8), then

(PP f(2)" < a(2),
and q is the best dominant.

Proof. Following the same arguments in [9, Theorem 2.3e, p. 31], we deduce ¢
from Theorems 2.3 and 2.5. Since ¢ satisfies (2.9), it is also a solution of (2.8)
and therefore ¢ will be dominated by all dominants. Hence ¢(z) is the best
dominant. g
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In the particular case ¢(z) =1+ Mz, M > 0, and in view of the Definition
2.1, the class of admissible functions @4 [(2, ¢, denoted by ®1[2, M], is described
below.

Definition 2.7. Let Q be a set in C and M > 0 . The class of admissible
functions ®1[Q2, M| consists of those functions ¢ : C3 x U — C such that
(2.10)

i0 k i0 L 2 i0,
¢(1+Me ,1+(1—|—;)Me L+ {;H—(l—kﬁ)k} Me z) ¢ 0
whenever z € U, 0 e R, R (Le‘ie) > (k—1)kM for all real 8 and k > 1.
Corollary 2.8. Let ¢ € ®1[Q0, M]. If f € > satisfies

« a P;_lf(z) 1o} P;_Qf(z)
¢ ((prpf(z))uv(zpppf(z))u Po(2) v(prpf(Z))u Poi(z)
+(pn—1) (PP f (z))” (P;;gf{z()z)> ;z) €N,

then
|(zp73§‘f (z))# — 1| < M.

In the special case @ = ¢(U) = {w : |w — 1| < M}, the class ®1[Q2, M] is
simply denoted by ®1[M]. Corollary 2.8 can now be written in the following
form:

Corollary 2.9. Let ¢ € &1[M]. If f € > satisfies

! o pPo ) opa w Py 2f (2
‘(b <(ZPP5 O P ) T R O
Pa2f (2 ?
+ (e =1) (PR (2)" (W) ;z) —1| < M,

then
|(zp73;f (z))# - 1| < M.

Corollary 2.10. If M >0 and f € 3_, satisfies

PR
Py f(2)

(zPPgf (2)) <M (a>1),

then
|(zp77§‘f (z))” — 1| < M.

Proof. This follows from Corollary 2.9 by taking ¢ (u, v, w;z) = v. O
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Corollary 2.11. If M >0 and f € ), satisfies

WPy (2)

(zPP;“f (z)) Poj B

- (sz;“f(z))M <M (a>1),

then
|(PPSf () =1 < M .
Proof. Let ¢ (u,v,w;z) = p(v—u) and Q@ = h(U) where h(z) = Mz, M >

0. To use Corollary 2.8, we need to show that ¢ € ®1[Q2, M], that is, the
admissibility condition (2.10) is satisfied. This follows since

‘¢(1+M6i9,1+ (1+§) M p+ L+ [wr (1+/%) k:} Me“";z) =Mk>M

whenever z € U, § € R and k& > 1. The required result now follows from
Corollary 2.8. O

Theorem 2.6 shows that the result is sharp. The differential equation
2q (2) = Mz

has a univalent solution ¢(z) = 1+ Mz. It follows from Theorem 2.6 that
q(z) =1+ Mz is the best dominant.

3. Superordination results involving P}

In this section we obtain differential superordination for functions associated
with the linear operator Py'. For this purpose the class of admissible functions
is given in the following definition.

Definition 3.1. Let  be a set in C and q € H with 2q (z) # 0. The class of
admissible functions <I>'1 [, q] consists of those functions ¢ : C*> x U — C that
satisfy the admissibility condition:

¢ (u,v,w;¢) € Q
whenever u = q (z), v:q(z)-}#’
§R{w(#+1)v+u} §1%{1+2q/ (Z)}7
v—Uu m C](Z)

where z € U, ¢ € 9U, and m > 1.

Theorem 3.2. Let ¢ € <1>/1 Q,q]. If f € ZP, (szg‘f (z))” € Q1 and

m P;()l_lf(z) m 7’3_2f (z)

per( Pl ) e

¢ <(Z”7’§“f (2))", (P f (2))
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a—2 P 2
+(u—1) (z:ﬂpgf (z))“ (W) ;z) (a>2)

is univalent in U, then

oc {¢ ((z”P;‘f @) @R @) T rpgp o LD
Pt ()
B DR ) <7>f<>> ) :ZGM}(WQ)’

implies
q(z) < (szg‘f (z))” .

Proof. Let g (z) be defined by (2.2) and 1 by (2.6). Since ¢ € & [Q,q], (2.7)
and (3.1) yield

QC {w(g(z),zg/ (z),ng”(z);z) 1z € U} )

From (2.6), we see that the admissibility condition for ¢ € <I>/1 [€, ¢] is equivalent
to the admissibility condition for ¢ as given in Definition 1.2. Hence ¢ €
U [, q], and by Lemma 1.4,

qg=g or q(z) <P f(2).
O

If Q # C is a simply connected domain, then Q = h(U) for some conformal
mapping h(z) of U onto €2, then the class @ [h (U),q] is written as @ [h, g].

Proceeding similarly as in the previous section, the following result is an
immediate consequence of Theorem 3.2.

Theorem 3.3. Let q(z) € M, h(z) be analytic in U and ¢ € & [h,q]. If
fey,, (*Pgf(2)" € Qi and

“ o “73;—1 c ppa “PS_Q i
6 ((zwg F)" (P £ (2)) Psz()) (P51 (2)) 7?sz())
7)0472 2 2
+(u—1) (PP f (2)" (W) ;Z) (@>2)
is univalent in U, then
h) <6 (<pr;f N PR () T (PR ) T
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a—2 P 2
(3.2) +(u—1) (PPg f ()" <P;;aszi))> ;z) (> 2)

implies

q(z) < ("Py f (2))".
Theorems 3.2 and 3.3 can only be used to obtain subordinants of differential
superordination of the form (3.1) or (3.2).
The following theorem proves the existence of the best subordinant of (3.2)
for an appropriate ¢.

Theorem 3.4. Let h(z) be analytic in U and ¢ : C3 x U — C. Suppose that
the differential equation

zg/(z) 2 ! 1 2 . _ 5
¢<9(2),9(2)+ Iy g (2) + (1—&-#) zg (z)+;z g (z),z) =h(z)

has a solution g € Q1. If ¢ € CI)'l [h,ql, f € Zp , (zT"P;,"f (z))” € Q1 and

© « H PI?71 < pPpo H 7);36*2 <
’ ((zwgf ) (P ) T (P ) T
H= ) (PP ()" (W) ) o
is univalent in U, then
h) < ((zppsf O @R @) D pyp oy )
Po2f (2 ?
+(p—1) (szg‘f (z))” (W) ;z) D(a>2)

implies
¢(2) < (PP f ()"

and q(z) is the best subordinant.

Proof. The proof is similar to the proof of Theorem 2.6 and is therefore omitted.
O

Combining Theorems 2.3 and 3.3, we obtain the following sandwich-type
theorem.
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Corollary 3.5. Let hy and q1 be analytic functions in U, hy be univalent
function in U, g3 € Q1 with ¢1(0) = ¢2(0) =1 and ¢ € Dy [ha,q2] N P, [h1,q1]-
Ifrey,, (Psf(2)" e HNQ1 and

1 n Py f (2 o wPr?f (2
o s @) P ) T psr ) T
i o i
+(p—1) (zppgf (z))“ PG iz | (a>2)
is univalent in U, then
Polf(z Po=2f (2
me) <o (@) (s ) T L (mgp oy T
e (P2 ()
+(p—-1) (szpf(z)) W ;2| < he(z) (@>2)

implies

q1(z) < (zppg‘f (z))“ < q2(2).

Remark 3.6. Putting in p = 1 in the above results, we obtain the results of
Aouf and Seoudy [4].
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