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1. Introduction

The aim of this paper is to investigate the inverse problem of Sturm–Liouville
equations. In inverse spectral problems, the task is to find a coefficient in the
equation using the spectral data. We discuss the uniqueness of spectral problem
by developing the Gesztesy–Simon’s result for inverse Sturm–Liouville problem
using three spectra with a finite number of transmission conditions.

Gesztesy, Simon [9] and Pivovarchik [12, 13] proved if the three spectra are
pairwise disjoint, then the potential q can be uniquely determined by the three
spectra of the problems defined on three intervals [0, 1], [0, d] and [d, 1] for
some d ∈ (0, 1). Furthermore, Gesztesy and Simon [9] gave a counterexample
to show that the pairwise disjoint conditions are necessary. Recently, in the
other papers Drignei [3–5] proved a similar result in the case for the Sturm–
Liouville problems with Dirichlet and Dirichlet–Robin boundary conditions. In
[5], Drignei offered a numerical method for construction the potential function
q(x). More recently, Fu, Xu, and Wi [7, 8] generalized the Gesztesy, Simon
[9] and Pivovarchik [12, 13] for discontinuous Sturm–Liouville and indefinite
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Sturm–Liouville problems. The purpose of the present paper is to show how
to handle an arbitrary finite number of transmission conditions and to use
the asymptotic formulas to prove several uniqueness results. In particular, we
will introduce a Weyl–Titchmarsh m-function which uniquely determines the
parameters of the problem. We also show that this Weyl–Titchmarsh function
is a meromorphic Herglotz function which is uniquely determined by its poles
and residues, as well as by its poles and zeros. This generalizes the results of [8,
9,12] and [13] to the case of a finite number of transmission and eigenparameter
dependent boundary conditions.

Sturm–Liouville problems with transmission conditions at interior points
arise in a variety of applications in engineering and we refer to [2] for a nice
discussion and further information. Here we only want to mention that they
also appear in the description of delta interactions (which play an important
role in quantum mechanics [1]) and of radially symmetric quantum trees (cf. the
discussion in [14, Section 4] and the references therein). For general background
on inverse Sturm–Liouville problems we refer (e.g.) to the monographs [6, 11,
16,17].

2. The Hilbert space formulation and properties of the spectrum

In the first part of our paper, we consider the boundary value problem

(2.1) ℓy := −y′′ + qy = λy

subject to the Robin boundary conditions

U(y) := y′(0) + h y(0) = 0, V (y) := y′(π) +H y(π) = 0(2.2)

with transmission (discontinuous) conditions

Ui(y) := y(di + 0)− aiy(di − 0) = 0,

Vi(y) := y′(di + 0)− biy
′(di − 0)− ciy(di − 0) = 0,(2.3)

where q(x) is real–valued function in L1[0, π]. We also assume that h, H and
ai, bi, ci di, i = 1, 2, . . . ,m − 1 (with m ≥ 2) are real numbers, satisfying
aibi > 0, d0 = 0 < d1 < d2 < · · · < dm−1 < dm = π. For simplicity we use the
notation L = L(q(x);h;H; di), for the problems (2.1)–(2.3). Suppose d = dk is
one of transmission point, for 1 ≤ k ≤ m− 1, k is an integer fixed number and
ck = 0.

Let L1 = L(q1(x);h;H1; di) for i = 1, 2, · · · , k−1 and L2 = L(q2(x);h;H2; di)
for i = k + 1, k + 2, · · · ,m − 1 be the following discontinuous Sturm-Liouville
problems

(2.4) ℓ1y := −y′′ + q1 y = λy

subject to the Robin boundary conditions

y′(0) + h y(0) = 0, y′(d) +H1 y(d) = 0(2.5)
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with transmission (discontinuous) conditions

Ui(y) := y(di + 0)− aiy(di − 0) = 0,

Vi(y) := y′(di + 0)− biy
′(di − 0)− ciy(di − 0) = 0,(2.6)

for i = 1, 2, · · · , k − 1 and

(2.7) ℓ2y := −y′′ + q2 y = λy

subject to the Robin boundary conditions

y′(d) +H2 y(d) = 0, y′(π) +H y(π) = 0(2.8)

with transmission (discontinuous) conditions

Ui(y) := y(di + 0)− aiy(di − 0) = 0,

Vi(y) := y′(di + 0)− biy
′(di − 0)− ciy(di − 0) = 0,(2.9)

for i = k + 1, k + 2, · · · ,m − 1. Where q1 = q|[0,d) and q2 = q|(d,π]. By using

the jump conditions (2.3) we obtain H2 = bk
ak
H1 for H1, H2 ∈ (0, ∞).

To obtain a self-adjoint operator we introduce the following weight function

(2.10) w(x) =


1, 0 ≤ x < d1,

1
a1b1

, d1 < x < d2,
...

1
a1b1···am−1bm−1

, dm−1 < x ≤ π,

w1(x) = w(x)|[0,d), and w2(x) = w(x)|(d,π]. Now, our Hilbert spaces will
be H := L2((0, π);w), H1 := L2((0, d);w1), and H2 := L2((d, π);w2), and
associated with the weighted inner products

⟨f, g⟩H :=

∫ π

0

fgw, ⟨f, g⟩H1 :=

∫ d

0

fgw1,(2.11)

and

⟨f, g⟩H2 :=

∫ π

d

fgw2.(2.12)

The corresponding norms will be denoted by ∥f∥H = ⟨f, f⟩1/2H , ∥f∥H1 =

⟨f, f⟩1/2H1
, and ∥f∥H2 = ⟨f, f⟩1/2H2

. In this Hilbert spaces we construct the oper-
ators

(2.13) A : H → H, A1 : H1 → H1 and A2 : H2 → H2

with domain

(2.14) dom (A) =

{
f ∈ H

∣∣∣∣ f, f ′ ∈ AC
(
∪m−1
0 (di, di+1)

)
,

ℓf ∈ L2(0, π), Ui(f) = Vi(f) = 0

}
,



Inverse Sturm–Liouville problems using three spectra 1344

(2.15) dom (A1) =

{
f ∈ H1

∣∣∣∣ f, f ′ ∈ AC
(
∪k−1
0 (di, di+1)

)
,

ℓ1f ∈ L2(0, d), Ui(f) = Vi(f) = 0

}
,

and

(2.16) dom (A2) =

{
f ∈ H2

∣∣∣∣ f, f ′ ∈ AC
(
∪m−1
k (di, di+1)

)
,

ℓ2f ∈ L2(d, π), Ui(f) = Vi(f) = 0

}
,

respectively by

Af = ℓf with f ∈ dom (A) , and Ajf = ℓjf with f ∈ dom (Aj) , j = 1, 2.

Throughout this paper AC
(
∪m−1
0 (di, di+1)

)
denotes the set of all functions

whose restriction to (di, di+1) is absolutely continuous for all i = 0, · · · ,m− 1.
In particular, the limits of these functions exist at each boundary points di
i = 1, 2, · · · ,m− 1.

Lemma 2.1. The operators A and Aj are self-adjoint.

In particular, the eigenvalues of A, Aj and hence of L, Lj are real and simple.
To see that they are simple it suffices to observe that the associated Cauchy
problem (2.1) subject to the initial conditions f(x0 ± 0) = f0, f

′(x0 ± 0) = f1
(with x0 ∈ (0, π)) have a unique solution.

Remark 2.2. For any function f ∈ dom (A) we will denote by fi, 1 ≤ i ≤ m, the
restriction of f to the subinterval (di−1, di). Moreover, we will set fi(di−1) =
f(di−1 + 0) and fi(di) = f(di − 0).

3. Uniqueness results for Robin boundary conditions

In this section we investigate the inverse problem of the reconstruction of
a boundary value problem L from its spectral characteristics. We consider
statement of the inverse problem of the reconstruction of the boundary-value
problem L from three spectra {λn, µn, νn}n≥0. The technique which used to
prove these theorems is an adaptation of the method discussed by F. Gesztesy
and B. Simon in [9]. We need to the following lemma on asymptotic, poles and
residues determining a meromorphic Herglotz function, see [9, Theorem 2.3].

Lemma 3.1. Let f1(z) and f2(z) be two meromorphic Herglotz functions with
identical sets of poles and residues, respectively. If

f1(ix)− f2(ix) → 0, as x→ ∞,

then f1 = f2.

Consider the interlacing of the sequences between DSLP (2.1)–(2.3) and two
DSLP’s (SLP’s) on subinterval [0, d) and (d, π] which are imposed the boundary
condition at d.
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Suppose that the functions φ(x, λ) and ψ(x, λ) are solutions of (2.1) under
the initial conditions

φ(0, λ) = 1, φ′(0, λ) = −h,(3.1)

and

ψ(π, λ) = 1, ψ′(π, λ) = −H,(3.2)

as well as the jump conditions (2.3), respectively. It is easy to see that equation
(2.1) under the initial conditions (3.1) or (3.2) has a unique solution φ1(x, λ)
or ψm(x, λ), which is an entire function of λ ∈ C for each fixed point x ∈ [0, d1)
or x ∈ (dm−1, π]. It is known [17] that φ(x, λ), φ′(x, λ), ψ(x, λ) and ψ′(x, λ)
are entire functions of λ of order 1

2 for any fixed x. In this section, we obtain
the asymptotic form of solutions and characteristic function.

Theorem 3.2 (see [15]). Let λ = ρ2 and τ := Imρ. For equation (2.1) with
boundary conditions (2.2) and jump conditions (2.3) as |λ| → ∞, the following
asymptotic formulas hold:

φ(x, λ) =



cos ρx+O
(

exp(|τ |x)
ρ

)
, 0 ≤ x < d1,

α1 cos ρx+ α′
1 cos ρ(x− 2d1) +O

(
exp(|τ |x)

ρ

)
, d1 < x < d2,

α1α2 cos ρx+ α′
1α2 cos ρ(x− 2d1) + α1α

′
2 cos ρ(x− 2d2)

+α′
1α

′
2 cos ρ(x+ 2d1 − 2d2) +O

(
exp(|τ |x)

ρ

)
, d2 < x < d3,

...

α1α2 . . . αm−1 cos ρx+

+α′
1α2 . . . αm−1 cos ρ(x− 2d1) + · · ·

+α1α2 . . . α
′
m−1 cos ρ(x− 2dm−1)+

+α′
1α

′
2α3 · · ·αm−1 cos ρ(x+ 2d1 − 2d2) + · · ·

+α1 . . . α
′
i . . . α

′
j . . . αm−1 cos ρ(x+ 2di − 2dj)

+α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 cos ρ(x− 2di + 2dj − 2dk) + · · ·

+α′
1α

′
2 . . . α

′
m−1 cos ρ(x+ 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)

+O
(

exp(|τ |x)
ρ

)
, dm−1 < x ≤ π,

(3.3)
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and

φ′(x, λ) =



ρ[− sin ρx] +O(exp(|τ |x)), 0 ≤ x < d1,

ρ[−α1 sin ρx− α′
1 sin ρ(x− 2d1)] +O(exp(|τ |x)), d1 < x < d2,

ρ[−α1α2 sin ρx− α′
1α2 sin ρ(x− 2d1)−

−α1α
′
2 sin ρ(x− 2d2)− α′

1α
′
2 sin ρ(x+ 2d1 − 2d2)]

+O(exp(|τ |x)), d2 < x < d3,
...

ρ[−α1α2 . . . αm−1 sin ρx− α′
1α2 . . . αm−1 sin ρ(x− 2d1)

− · · · − α1α2 . . . α
′
m−1 sin ρ(x− 2dm−1)

−α′
1α

′
2α3 . . . αm−1 sin ρ(x+ 2d1 − 2d2)− · · ·

−α1 . . . α
′
i . . . α

′
j . . . αm−1 sin ρ(x+ 2di − 2dj)

−α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 sin ρ(x− 2di + 2dj − 2dk) + · · ·

−α′
1α

′
2 . . . α

′
m−1 sin ρ(x+ 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)]

+O(exp(|τ |x)), dm−1 < x ≤ π,

(3.4)

where

(3.5) αi =
ai + bi

2
and α′

i =
ai − bi

2
,

for i = 1, 2, . . . ,m− 1.

It follows from the above theorem that

(3.6) |φ(ν)(x, λ)| = O(|ρ|ν exp(|τ |x)), 0 ≤ x ≤ π, ν = 0, 1.

By changing x to π − x one can obtain the asymptotic form of ψ(x, λ) and
ψ′(x, λ). In particular,

(3.7) |ψ(ν)(x, λ)| = O (|ρ|ν exp(|τ |(π − x))) , 0 ≤ x ≤ π, ν = 0, 1.

From the linear differential equations we obtain that the modified Wronskian

W (u, v) = w(x)
(
u(x)v′(x)− u′(x)v(x)

)
(3.8)

is constant on x ∈ [0, d1)∪m−2
1 (di, di+1)∪(dm−1, π] for two solutions ℓu = λu,

ℓv = λv satisfying the transmission conditions (2.3). Moreover, from Eqs. (2.2)
and Remark 2.2 we set

∆(λ) : =W (φ(λ), ψ(λ))

= U(ψ(λ))

= −w(π)V (φ(λ))

= w(d) (bkφ(d, λ)ψ
′(d, λ)− akφ

′(d, λ)ψ(d, λ)) .(3.9)

Since ∆(λ) is composition of the solutions and from [10] it is known that
each solution is an entire function of order 1

2 . Consequently ∆(λ) is an entire
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function of order 1
2 whose roots λn coincide with the eigenvalues of L. The

asymptotic form of characteristic function satisfies

∆(λ) =ρw(π)
[
α1α2 . . . αm−1 sin ρπ + α′

1α2 . . . αm−1 sin ρ(π − 2d1)

+ · · ·+ α1α2 . . . α
′
m−1 sin ρ(π − 2dm−1)

+ α′
1α

′
2α3 . . . αm−1 sin ρ(π + 2d1 − 2d2) + · · ·

+ α1 . . . α
′
i . . . α

′
j . . . αm−1 sin ρ(π + 2di − 2dj)

+ α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 sin ρ(π − 2di + 2dj − 2dk) + · · ·

+α′
1α

′
2 . . . α

′
m−1 sin ρ(π + 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)

]
+O(exp(|τ |π)).

(3.10)

Define the Weyl–Titchmarsh m-function

(3.11) m+(λ) =
ψ′(d, λ)

ψ(d, λ)
, m−(λ) = −φ

′(d, λ)

φ(d, λ)
.

As a consequence of [9, Theorem 2.1], we obtain:

Lemma 3.3. The functions m±(λ) are the Herglotz functions, (i.e., it maps
the upper half plane to the upper half plane).

We consider the DSLPs(SLPs) (2.4)–(2.6) and DSLPs(SLPs) (2.7)–(2.9).
Whose increasing sequences of eigenvalues are denoted by {µn}∞n=1 and {νn}∞n=1

respectively. Now we are ready to prove our main uniqueness theorem for the
solutions of the problems (2.1)–(2.9). For this purpose we agree that together

with L and Lj we consider a boundary value problem L̃ and L̃j of the same

form but with different coefficients q̃(x), h̃, H̃, H̃1, ãi, b̃i, c̃i, d̃i. If a certain
symbol η denotes an object related to L, then η̃ will denote the analogous
object related to L̃.

Theorem 3.4. If λn = λ̃n, µn = µ̃n, and νn = ν̃n for n = 0, 1, 2, . . ., and
w(x) = w̃(x), h = h̃, and H = H̃. Moreover, if {µn}+∞

n=1 and {νn}+∞
n=1 are

pairwise disjoint, then L = L̃.

This result is an extension of [8, 9] to the discontinuous problems with a
finite number of transmission (jump) points.

Proof. Define a meromorphic function

(3.12) g(λ) :=


− ∆(λ)
w(d)φ(d, λ)ψ(d, λ) , H1 = ∞,

− ∆(λ)
w(d)[φ′(d,λ)+H1φ(d,λ)][ψ′(d,λ)+H2ψ(d,λ)]

, H1 ̸= ∞.

It is clear that the set of poles of g(λ) is precisely {µn}∞n=1∪{νn}∞n=1. It should
be noted that

∆(λ) = w(d) (bkφ(d, λ)ψ
′(d, λ)− akφ

′(d, λ)ψ(d, λ)) .
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So,

g(λ) =


−bk ψ

′(d, λ)
ψ(d, λ) + ak

φ′(d, λ)
φ(d, λ) , H1 = ∞,

−bk φ(d, λ)
φ′(d, λ)+H1 φ(d, λ)

+ ak
ψ(d, λ)

ψ′(d, λ)+H2 ψ(d, λ)
, H1 ̸= ∞,

=M+(λ) +M−(λ),(3.13)

where from (3.11)
(3.14)

M+(λ) =


−bkm+(λ), H2 = ∞,

ak
H2+m+(λ) , H2 ∈ R,

M−(λ) =


−akm−(λ), H1 = ∞,

bk
m−(λ)−H1

, H1 ∈ R.

It is easy to see that both M+(λ) and M−(λ) are Herglotz functions. Define

m̃−(λ), m̃+(λ), M̃−(λ), M̃+(λ), and g̃(λ) in an analogous manner with L

replaced by L̃. Define the function

F (λ) :=
g(λ)

g̃(λ)
,

F (λ) is an entire function from the above argument, since g has the same zeros
and poles as g̃. Using Theorems A.1 and A.2, for H1 = ∞ and H1 ̸= ∞,
respectively, we deduced that

F (λ) =
g(λ)

g̃(λ)
= 1 + o(1)

holds in sector of ε ≤ arg λ ≤ 2π − ε. By using the Liouville’s theorem, we
have

F (λ) = 1

which therefore concludes

g(λ) = g̃(λ).

From (3.14) and (3.12), we see that the poles ofM−(λ) andM+(λ) are precisely
{µn}∞n=1 and {νn}∞n=1, respectively. So we have

resM−(µn) = res g(µn) and resM+(νn) = res g(νn), for n = 1, 2, 3, . . . .

Which means that

resM−(µn) = res M̃−(µn) and resM+(νn) = res M̃+(νn), for n = 1, 2, 3, . . . .

This, together with Lemma 3.1 and Theorem A.2 we get

M−(λ) = M̃−(λ), M+(λ) = M̃+(λ).

Therefore by Borg’s theorem [11] we get

L = L̃.

□
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4. Uniqueness results for eigenparameter dependent boundary
conditions

In this last section we will replace the Robin boundary conditions (2.2),
(2.5), and (2.8) by the following eigenparameter dependent boundary condi-
tions respectively

U(y) := λ (y′(0) + h1y(0))− h2y
′(0)− h3y(0) = 0,

V(y) := λ (y′(π) +H1y(π))−H2y
′(π)−H3y(π) = 0,(4.1)

λ (y′(0) + h1y(0))− h2y
′(0)− h3y(0) = 0,

y′(d) + H1 y(d) = 0,(4.2)

and

y′(d) + H2 y(d) = 0,

λ (y′(π) +H1y(π))−H2y
′(π)−H3y(π) = 0,(4.3)

where we assume that hj , Hj , j = 1, 2, 3, and H1, H2 are real numbers, satis-
fying

(4.4) r1 := h3 − h1h2 > 0 and r2 := H1H2 −H3 > 0.

Using the transmission conditions (2.3) we obtain H2 = bk
ak
H1. In order to

obtain a self-adjoint problem we will use the following Hilbert spaces H :=
L2((0, π);w)⊕C2, H1 := L2((0, d);w1)⊕C, and H2 := L2((d, π);w2)⊕C with
inner product defined by

⟨F,G⟩H :=

∫ π

0

fgw +
w(0)

r1
f1g1 +

w(π)

r2
f2g2, F =

f(x)
f1
f2

 , G =

g(x)
g1
g2

 ,

(4.5)

⟨F1, G1⟩H1 :=

∫ d

0

fgw1 +
w1(0)

r1
f1g1, F1 =

(
f(x)
f1

)
, G1 =

(
g(x)
g1

)
,(4.6)

and

⟨F2, G2⟩H2 :=

∫ π

d

fgw2 +
w2(π)

r2
f2g2, F2 =

(
f(x)
f2

)
, G2 =

(
g(x)
g2

)
.(4.7)

Again the associated norms will be denoted by ∥F∥H = ⟨F, F ⟩1/2H , ∥F1∥H1 =

⟨F1, F1⟩1/2H1
, and ∥F2∥H2 = ⟨F2, F2⟩1/2H2

, respectively. Next we introduce

R1(y) := y′(0) + h1y(0), R′
1(y) := h2y

′(0) + h3y(0),

R2(y) := y′(π) +H1y(π), R′
2(y) := H2y

′(π) +H3y(π).

In this Hilbert space, we construct the operators

(4.8) A : H → H, Aj : Hj → Hj , j = 1, 2
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with domains

(4.9) dom (A) =

F =

f(x)
f1
f2

∣∣∣∣ f, f ′ ∈ AC
(
∪m−1

0 (di, di+1)
)
, ℓf ∈ L2(0, π)

Ui(f) = Vi(f) = 0, f1 = R1(f), f2 = R2(f)

 ,

(4.10)

dom (A1) =

{
F1 =

(
f(x)
f1

) ∣∣∣∣ f, f ′ ∈ AC
(
∪k−1

0 (di, di+1)
)
, ℓ1f ∈ L2(0, d)

Ui(f) = Vi(f) = 0, f1 = R1(f)

}
,

and
(4.11)

dom (A2) =

{
F2 =

(
f(x)
f2

) ∣∣∣∣ f, f ′ ∈ AC
(
∪m−1

k (di, di+1)
)
, ℓ2f ∈ L2(d, π)

Ui(f) = Vi(f) = 0, f2 = R2(f)

}
,

by

AF =

 ℓf
R′

1(f)
R′

2(f)

 with F =

 f(x)
R1(f)
R2(f)

 ∈ dom (A) ,

and

AjF =

(
ℓf

R′
j(f)

)
with Fj =

(
f(x)
Rj(f)

)
∈ dom (Aj) .

By construction, the eigenvalue problems for A and Aj ,

(4.12) AY = λY, Y :=

 y(x)
R1(y)
R2(y)

 ∈ dom (A) ,

(4.13) AjYj = λYj , Yj :=

(
y(x)
Rj(y)

)
∈ dom (Aj) ,

are equivalent to the eigenvalue problems (2.1), (2.3), and (4.1) for L, and (2.1),
(2.3), and (4.2) or (4.3) for Lj , respectively. A straightforward calculation
shows:

Lemma 4.1. The operators A and Aj for j = 1, 2, are symmetric.

Suppose that the functions φ(x, λ) and ψ(x, λ) are solutions of (2.1) under
the initial conditions

φ(0, λ) = λ− h2, φ
′(0, λ) = h3 − λh1,(4.14)

and

ψ(π, λ) = H2 − λ, ψ′(π, λ) = λH1 −H3,(4.15)

as well as the jump conditions (2.3), respectively.
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Theorem 4.2 (see [15]). Let λ = ρ2 and τ := Imρ. For equation (2.1) with
boundary conditions (4.1) and jump conditions (2.3) as |λ| → ∞, the following
asymptotic formulas hold:

φ(x, λ) =



ρ2 cos ρx+O(ρ exp(|τ |x)), 0 ≤ x < d1,

ρ2 [α1 cos ρx+ α′
1 cos ρ(x− 2d1)] +O(ρ exp(|τ |x)), d1 < x < d2,

ρ2[α1α2 cos ρx+ α′
1α2 cos ρ(x− 2d1) + α1α

′
2 cos ρ(x− 2d2)

+α′
1α

′
2 cos ρ(x+ 2d1 − 2d2)] +O(ρ exp(|τ |x)), d2 < x < d3,

...

ρ2[α1α2 . . . αm−1 cos ρx+

+α′
1α2 . . . αm−1 cos ρ(x− 2d1) + · · ·

+α1α2 . . . α
′
m−1 cos ρ(x− 2dm−1)+

+α′
1α

′
2α3 . . . αm−1 cos ρ(x+ 2d1 − 2d2) + · · ·

+α1 . . . α
′
i . . . α

′
j . . . αm−1 cos ρ(x+ 2di − 2dj)

+α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 cos ρ(x− 2di + 2dj − 2dk) + · · ·

+α′
1α

′
2 . . . α

′
m−1 cos ρ(x+ 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)]

+O(ρ exp(|τ |x)), dm−1 < x ≤ π,

(4.16)

and

φ′(x, λ) =



ρ3[− sin ρx] +O(ρ2 exp(|τ |x)), 0 ≤ x < d1,

ρ3[−α1 sin ρx− α′
1 sin ρ(x− 2d1)] +O(ρ2 exp(|τ |x)), d1 < x < d2,

ρ3[−α1α2 sin ρx− α′
1α2 sin ρ(x− 2d1)−

−α1α
′
2 sin ρ(x− 2d2)− α′

1α
′
2 sin ρ(x+ 2d1 − 2d2)]

+O(ρ2 exp(|τ |x)), d2 < x < d3,
...

ρ3[−α1α2 . . . αm−1 sin ρx− α′
1α2 . . . αm−1 sin ρ(x− 2d1)

− · · · − α1α2 . . . α
′
m−1 sin ρ(x− 2dm−1)

−α′
1α

′
2α3 . . . αm−1 sin ρ(x+ 2d1 − 2d2)− · · ·

−α1 . . . α
′
i . . . α

′
j . . . αm−1 sin ρ(x+ 2di − 2dj)

−α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 sin ρ(x− 2di + 2dj − 2dk) + · · ·

−α′
1α

′
2 . . . α

′
m−1 sin ρ(x+ 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)]

+O(ρ2 exp(|τ |x)), dm−1 < x ≤ π,

(4.17)

where

(4.18) αi =
ai + bi

2
and α′

i =
ai − bi

2
,

for i = 1, 2, . . . ,m− 1.
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It follows from the above theorem that

(4.19) |φ(ν)(x, λ)| = O
(
|ρ|ν+2 exp(|τ |x)

)
0 ≤ x ≤ π, ν = 0, 1,

and so by substituting x to π − x we get the asymptotic form of ψ(x, λ) and
ψ′(x, λ) and particularly

(4.20) |ψ(ν)(x, λ)| = O
(
|ρ|ν+2 exp(|τ |(π − x))

)
0 ≤ x ≤ π, ν = 0, 1.

Moreover, from (4.1) and 2.2 we have

∆(λ) =W (φ(λ), ψ(λ))

= −w(π)V(φ(λ))
= w(d) (bkφ(d, λ)ψ

′(d, λ)− akφ
′(d, λ)ψ(d, λ)) .(4.21)

The asymptotic form of characteristic function satisfies

∆(λ) =ρ5w(π)
[
α1α2 . . . αm−1 sin ρπ + α′

1α2 . . . αm−1 sin ρ(π − 2d1)

+ · · ·+ α1α2 . . . α
′
m−1 sin ρ(π − 2dm−1)

+ α′
1α

′
2α3 . . . αm−1 sin ρ(π + 2d1 − 2d2) + · · ·

+ α1 . . . α
′
i . . . α

′
j . . . αm−1 sin ρ(π + 2di − 2dj)

+ α1 . . . α
′
i . . . α

′
j . . . α

′
k . . . αm−1 sin ρ(π − 2di + 2dj − 2dk) + · · ·

+α′
1α

′
2 . . . α

′
m−1 sin ρ(π + 2(−1)m−1d1 + 2(−1)m−2d2 + · · · − 2dm−1)

]
+O

(
ρ4 exp(|τ |π)

)
.

(4.22)

Then ∆(λ) is an entire function whose roots λn coincide with the eigenvalues
of L. Again define the Weyl-Titchmarsh m-functions

(4.23) m+(λ) =
ψ′(d, λ)

ψ(d, λ)
, m−(λ) = −φ

′(d, λ)

φ(d, λ)
.

It is known from [9, Theorem 2.1] that both m±(λ) are the Herglotz functions.
Now we consider the PDSLPs (PSLPs) (2.4), (2.6) and (4.2) and PDSLPs

(PSLPs) (2.7), (2.9) and (4.3). Whose increasing sequences of eigenvalues are
denoted by {µn}∞n=1 and {νn}∞n=1, respectively. Now we are ready to prove
our main uniqueness theorem for the solutions of the problems (2.1), (2.2) and
parameter dependent conditions (4.1)–(4.3) for the problems L and Lj . For
this purpose we agree that together with L and Lj we consider a boundary

value problem L̃ and L̃j of the same form but with different coefficients q̃(x),

h̃j , H̃j , H̃1, ãi, b̃i, c̃i, d̃i.

Theorem 4.3. If λn = λ̃n, µn = µ̃n, and νn = ν̃n for n = 0, 1, 2, . . ., and
w(x) = w̃(x), hj = h̃j, and Hj = H̃j. Moreover, if {µn}+∞

n=1 and {νn}+∞
n=1 are

pairwise disjoint, then L = L̃.
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Appendix A. Asymptotic behavior of m–functions for Robin and
eigenparameter dependent boundary conditions

Theorem A.1. For any ε > 0, if ε < arg λ < 2π − ε, then m±(λ) have the
following asymptotic behavior

(A.1) m±(λ) = i
√
λ (1 + o(1)) , as λ→ ∞.

Specially, when λ→ −∞, we have

(A.2) m±(λ) = −
√
|λ| (1 + o(1)) → −∞.

Theorem A.2. Fixed H1 ∈ R ∪ {∞}. For any ε > 0, if ε < arg λ < 2π − ε,
then M−(λ) and M+(λ) have the following asymptotic behavior

(A.3) M−(λ) =


i ak

√
λ (1 + o(1)) , H1 = ∞,

i bk√
λ
(1 + o(1)), H1 ∈ R,

and

(A.4) M+(λ) =


i bk

√
λ (1 + o(1)) , H2 = ∞,

i ak√
λ
(1 + o(1)), H2 ∈ R.

Proof. By applying the asymptotic form of solutions φ(x, λ) and φ′(x, λ) in
(3.3) and (3.4) and similar asymptotic form of solutions ψ(x, λ) and ψ′(x, λ), it
is easy to see that the asymptotic forms of m−(λ), m+(λ), M−(λ), and M+(λ)
are satisfying in (A.1)–(A.4). □

Appendix B. Asymptotic behavior of solutions and m–functions for
eigenparameter dependent boundary conditions

Theorem B.1. For any ε > 0, if ε < arg λ < 2π − ε, then m±(λ) have the
following asymptotic behavior

(B.1) m±(λ) = i
√
λ (1 + o(1)) , as λ→ ∞.

Specially, when λ→ −∞, we have

(B.2) m±(λ) = −
√
|λ| (1 + o(1)) → −∞.

Theorem B.2. Fixed H1 ∈ R ∪ {∞}. For any ε > 0, if ε < arg λ < 2π − ε,
then M−(λ) and M+(λ) have the following asymptotic behavior

(B.3) M−(λ) =


i ak

√
λ (1 + o(1)) , H1 = ∞,

i bk√
λ
(1 + o(1)), H1 ∈ R,
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and

(B.4) M+(λ) =


i bk

√
λ (1 + o(1)) , H2 = ∞,

i ak√
λ
(1 + o(1)), H2 ∈ R.
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