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Abstract. In this paper we provide sufficient condition for existence of
a unique Hilbert valued (H-valued) periodically correlated solution to the

first order autoregressive model Xn = ρnXn−1 + Zn, for n ∈ Z, and
formulate the existing solution and its autocovariance operator. Also
we specially investigate equivalent condition for the coordinate process
⟨Xn, v⟩, for arbitrary element v in H, to satisfy in some autoregressive

model. Finally, we extend our result to the autoregressive process with
finite order.
Keywords: Second order process, autoregressive process, periodically

correlated process, Hilbert valued process, linear operator.
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1. Introduction

Periodically correlated (PC) processes have been introduced first by Glady-
shev in [2]. Later, different authors, [4, 5, 7, 8] , studied univariate, multivariate
and Hilbert valued PC processes. In this paper we mainly consider Hilbert val-
ued (H-valued) periodically correlated (PC) processes, and provide sufficient
condition for the existence of a Hilbertian autoregressive process of finite or-
der. The causal representation as well as the uniqueness of the solution is
considered. Special case, when all operators belong to the space of compact
operators with common set of eigenvalues, say {ej} is investigated. Moreover,
we study the coordinate process {⟨Xn, v⟩ , n ∈ Z}, for arbitrary element v in H,
and present equivalent condition for this coordinate process to satisfy in some
univariate autoregressive model.
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This paper generalizes the result of Chapters 3 and 5 in [1] which defines
and establishes some properties of stationary Hilbert valued autoregressive pro-
cesses of finite order. Parvardeh et.al in [6] study Banach valued strictly peri-
odically correlated processes satisfying in some AR(1) equation with i.i.d whit
noise without assuming moment conditions. Here we focus on Hilbert val-
ued processes potentially with paradigm L2 ([0, 1]) which is more practical.
Our study is concerned with the strongly second order processes which admit
covariance operators. In comparison to [7], our method is direct, without as-
sociating the higher dimension stationary counterpart. More important, our
existing condition is weaker than what is stated in [7].

All mentioned results are provided in Sections 3 and 4 of this paper.

2. Hilbert-valued PCAR(1) sequences

Let H be a separable real Hilbert space, with the inner product and the
corresponding norm < ·, · > and ∥ · ∥, respectively. Notation L(H) is used to
show the Banach space of bounded linear operators on H. The space of Hilbert-
Schmidt operators and the nuclear operators on H are denoted by S(H) and
N (H), respectively. We use subscripts L, S and N to distinguish the corre-
sponding norms and inner products (if it is the case). The subscript L is sup-
pressed when there is no ambiguity. Let L2

H(Ω,F , P ) denote the Hilbert space
of all zero mean, square integrable H-valued random elements defined on some
probability space (Ω,F , P ). In particular, L2

R(Ω,F , P ) or simply L2(Ω,F , P )
indicates the Hilbert space of all zero mean, square integrable real valued ran-
dom variables on (Ω,F , P ). We use notation π1 to indicate projection on the
first component of Hp elements, the p-fold Cartesian product of H, i.e.,

π1 : Hp −→ H
π1 : (h1, h2, . . . , hp) −→ h1.

An H-valued discrete time stochastic process X = {Xn : n ∈ Z} is called
weakly second order if ⟨Xn, x⟩ ∈ L2(Ω,F , P ), for every x ∈ H and n ∈ Z. It is
called strongly second order if ∥Xn∥ ∈ L2(Ω,F , P ), for all n ∈ Z. Henceforth,
we assume the processes are strongly second order.

For strongly second order H-valued random elements X and Y , the variance
operator and the covariance operator are respectively defined by

CX(x) = E (⟨x,X⟩X) , x ∈ H
CX,Y (x) = E (⟨x, Y ⟩X) , x ∈ H.

We note that CX belongs to N (H).

Definition 2.1. Let X = {Xn}n∈Z be a strongly second order H-valued sto-
chastic process defined on some probability space. We say X is a weakly
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periodically correlated process if there is a positive integer T for which we have

E(Xn) = E(Xn+T ), ∀n ∈ Z
CXn,Xm = CXn+T ,Xm+T

, ∀n,m ∈ Z,

where C.,. stands for the covariance operator of the process. The smallest
such T is called the period of the process and the process is called periodically
correlated with period T or T-PC for short. If T = 1, then the process is called
stationary.

Definition 2.2. Let X = {Xn}n∈Z be an H-valued periodically correlated
process with period T . Then X is said to be autoregressive of order one (T -
PCAR(1)) if it satisfies

(2.1) Xn = ρnXn−1 + Zn, n ∈ Z,

where Z = {Zn}n∈Z is a white noise process with σ2 = E ∥Zn∥2H, for each n
and {ρn}n∈Z is a nonzero T -periodic sequence of bounded operators on H, i.e.,
for all n ∈ Z, ρn = ρn+T .

Let us introduce the following notations.

As
r := ρs · · · ρr+1ρr, r ≤ s,

with the convention that As
r = I, if r > s. Moreover, let

B = AT−1
0 = ρT−1 · · · ρ0.

It is plain to arrive at the following so called autoregressive moving average,
ARMA, modelling for X using the AR(1) equation. We heavily use it in this
article.

WhenX = {Xn}n∈Z is a T -PCAR(1) satisfying recursive formula (2.1), then
for all n ∈ Z, m ≥ 1, and q = 0, . . . , T − 1, the process X satisfies

(2.2) Xn −
mT+q−1∑

k=0

An
n+1−kZn−k = An

n−mT−q+1Xn−mT−q.

Moreover, for n = lT + k, k = 0, . . . , T − 1 we have

An
n−mT−q+1 = AlT+k

lT+k−mT−q+1

= ρk . . . ρ1ρ0B
m

′

ρT−1 . . . ρT−(q−k)T ,(2.3)

where

m
′

=

[
mT + q − k − 1

T

]
=

{
m q > k

m− 1 q ≤ k

(q − k)T =

{
q − k − 1 q > k

T + q − k − 1 q ≤ k
.
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Therefore,
(2.4)

An
n−mT−q+1 = ρn−[ nT ]T

· · · ρ0B

[
mT+q−n+[ nT ]T−1

T

]
ρT−1 · · · ρT−(q−n+[ nT ]T )T

Now let us introduce the following conditions.
Condition (I) There exist constants a ∈ (0,∞) and b ∈ (0, 1) such that

bounded linear operator B satisfies,

∥Bm∥ ≤ abm m ≥ 1.

This condition is corresponding to the condition (c1) (or (c0)) in [1], page
74, and then it is equivalent to the following condition.

Condition (II) There is a positive integer k such that
∥∥Bk

∥∥ < 1.

3. Main result

The following theorem is derived by [7]. Their proof very much relies on
associating the T − PCAR(1) in H to a class of AR(1) processes in HT . The
proof that we present is direct and rather transparent.

Theorem 3.1. Under Condition (I), AR(1) equation (2.1) has a unique peri-
odically correlated solution X = {Xn}n∈Z in the form

(3.1) Xn =
∞∑
k=0

An
n+1−kZn−k, n ∈ Z,

where the series converges in L2
H(Ω,F , P ) and almost surely. Moreover, Z is

the innovation process of X = {Xn}n∈Z. (cf. [1], page 73 )

Remark 3.2. Note that the existing condition in [7] that is Assumption A1,∑T−1
i=0 ∥ρi∥ki < 1, for some positive integers ki, equivalent to ∥ρi∥ < 1, for each

i = 0, . . . , T − 1, is stronger than the existing Condition (I) or equivalently
Condition (II) assumed in Theorem 3.1.

Proof. To see the convergence of the series appearing in (3.1) it is enough

to show that the sequence
{∑j

k=0 A
n
n+1−kZn−k, j ∈ Z

}
, for each n, forms

a Cauchy sequence in the Hilbert space L2
H(Ω,F , P ). Observe that by the

orthogonality of Zn’s we have∥∥∥∥∥
j∑

k=m

An
n+1−kZn−k

∥∥∥∥∥
2

L2
H(Ω,F,P )

=

j∑
k=m

∥∥An
n+1−kZn−k

∥∥2
L2

H(Ω,F,P )

≤ σ2

j∑
k=m

∥∥An
n+1−k

∥∥2 .(3.2)

For big enough m and j, (3.2) equals
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σ2
∞∑
l=1

lT+T−1∑
k=lT

∥∥An
n+1−k

∥∥2 I(m ≤ k ≤ j)

= σ2
∞∑
l=1

T−1∑
q=0

∥∥An
n+1−lT−q

∥∥2 I(m ≤ q + lT ≤ j)

= σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥An−[ nT ]T
0 B

[
lT+q−(n−[ nT ]T )−1

T

]
AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥∥∥
2

× I(m ≤ q + lT ≤ j).

Since (L (H) , ∥.∥L) forms a Banach Algebra, we get the upper bound

σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥An−[ nT ]T
0 B

[
lT+q−(n−[ nT ]T )−1

T

]
AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥∥∥
2

× I(m ≤ q + lT ≤ j)

≤ σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥An−[ nT ]T
0

∥∥∥∥2
∥∥∥∥∥∥B

[
lT+q−(n−[ nT ]T )−1

T

]∥∥∥∥∥∥
2 ∥∥∥∥AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥2
× I(m ≤ q + lT ≤ j)

≤ σ2
∞∑
l=1

T−1∑
q=0

M2

∥∥∥∥∥∥B
[

lT+q−(n−[ nT ]T )−1

T

]∥∥∥∥∥∥
2

M2I(m ≤ q + lT ≤ j)

= M4σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥B
[

lT+q−(n−[ nT ]T )−1

T

]∥∥∥∥∥∥
2

I(m ≤ q + lT ≤ j)

≤ M4σ2
∞∑
l=1

T−1∑
q=0

(∥∥Bl−1
∥∥2 + ∥∥Bl

∥∥2) I(m ≤ q + lT ≤ j)

= M4σ2
∞∑
l=1

lT+T−1∑
k=lT

(∥∥Bl−1
∥∥2 + ∥∥Bl

∥∥2) I(m ≤ k ≤ j)

≤ M4Tσ2

[ j
T ]∑

k=[mT ]

(∥∥Bk−1
∥∥2 + ∥∥Bk

∥∥2) ,
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where

M := max {∥As
r∥ ; r = 0, . . . , T − 1, s = 0, . . . , T − 1, 0 ≤ s− r ≤ T − 1} .

Using (2.3) leads to the upper bound. And then we have

≤ c0a
2M4Tσ2

j∑
k=m

(
b

2(k−1)
T + b

2k
T

)
→ 0, as m, j → ∞,

for some c0 > 0. Thus it follows from Cauchy’s criterion that the series∑∞
k=0 A

n
n+1−kZn−k converges in L2

H(Ω,F , P ). To prove the almost sure con-
vergence of the series (3.1) it is enough to show its mean square is finite. In
more detail,

E

(∥∥∥∥∥
∞∑

k=T

An
n+1−kZn−k

∥∥∥∥∥
)2

≤ E

(
∞∑

k=T

∥An
n+1−k∥ ∥Zn−k∥

)2

=

∞∑
k=T

∞∑
l=T

E ∥Zn−k∥ ∥Zn−l∥ ∥An
n+1−k∥ ∥An

n+1−l∥ .

Using Cauchy Schwart’s inequality leads to the upper bound

σ2
∞∑

k=T

∞∑
l=T

∥An
n+1−k∥ ∥An

n+1−l∥

= σ2

(
∞∑

k=T

∥An
n+1−k∥

)2

= σ2

(
∞∑
j=1

T−1∑
q=0

∥∥An
n+1−jT−q

∥∥)2

= σ2

 ∞∑
j=1

T−1∑
q=0

∥∥∥∥∥∥An−[ nT ]T
0 B

[
jT+q−(n−[ nT ]T )−1

T

]
AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥∥∥
2

≤ σ2

(
∞∑
j=1

T−1∑
q=0

(∥∥∥Bj
∥∥∥+ ∥∥∥Bj−1

∥∥∥)∥∥∥∥An−[ nT ]T
0

∥∥∥∥ ∥∥∥∥AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥
)2

= σ2

(
T−1∑
q=0

∥∥∥∥An−[ nT ]T
0

∥∥∥∥ ∥∥∥∥AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥
)2( ∞∑

j=1

(∥∥∥Bj
∥∥∥+ ∥∥∥Bj−1

∥∥∥))2

which is bounded by finite series
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σ2a2M4T 2
∞∑
j=1

(
bj + bj−1

)
.

Therefore,
∑∞

k=0 A
n
n+1−kZn−k converges almost surely and the periodically cor-

related process

Yn :=

∞∑
k=0

An
n+1−kZn−k

satisfies the AR(1) equation (2.1).
It remains to show the uniqueness of the solution. Indeed, if X = {Xn}n∈Z

is any arbitrary solution to the AR(1) equation, then by the equality

Xn −
mT+q−1∑

k=0

An
n+1−kZn−k = An

n−mT−q+1Xn−mT−q, m > 0,

we obtain

E

∥∥∥∥∥Xn −
mT+q−1∑

k=0

An
n+1−kZn−k

∥∥∥∥∥
2


= E
[∥∥An

n−mT−q+1Xn−mT−q

∥∥2]
≤

∥∥An
n−mT−q+1

∥∥2
L
E
[
∥Xn−mT−q∥2

]
=

∥∥∥∥∥∥An−[ nT ]T
0 B

[
mT+q−(n−[ nT ]T )−1

T

]
AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥∥∥
2

E
[
∥Xn−q∥2

]

≤

(∥∥∥∥An−[ nT ]T
0

∥∥∥∥2 ∥∥∥∥AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥2 E [∥Xn−q∥2
])

×
(
∥Bm∥2 +

∥∥Bm−1
∥∥2)

≤
(
M4E

[
∥Xn−q∥2

])(
∥Bm∥2 +

∥∥Bm−1
∥∥2)

which tends to zero by Condition (I) as m tends to infinity. That completes
the proof. □

Remark 3.3. We can replace the assumption of being second order by a weaker
assumption, and draw a similar conclusion. Indeed, if random elements belong
to Lp-space, for 1 ≤ p < 2, modifying the proof leads to the convergence of
the series in Lp. Obviously the limiting random elements satisfy the AR(1)
equation, however in this case there is no certainty of existing the covariance
operators.
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Since definition of the PC processes is based on autocorrelation functions,
we review the covariance operator of a T − PCAR(1) process in the following
theorem and show it satisfies in a specific recursive functional equation.

Theorem 3.4. Assume that Condition (I) holds and X = {Xn;n ∈ Z} is
the unique solution to the AR(1) equation, and Cn(· · · ) and CZ(· · · ) are the
variance operator of Xn and Z0 respectively. Then

(3.3) Cn = ρnCn−1ρ
∗
n + CZ

(3.4) Cn =
∞∑
k=0

An
n−k+1CZ

(
An

n−k+1

)∗
,

in which the convergence is with respect to the nuclear norm ∥.∥N . Further-
more,

(3.5) CXn,Xm = An
m+1CXm,Xm , n > m

(3.6) CXm,Xn = CXm,Xm

(
An

m+1

)∗
, n > m.

Proof. Note that for each h in H, we have

⟨Cn(h), h⟩ = E [⟨h,Xn⟩⟨Xn, h⟩]
= E

[
⟨ρnXn−1 + Zn, h⟩2

]
= E

[
⟨ρnXn−1, h⟩2

]
+ E

[
⟨Zn, h⟩2

]
+ 2

⟨
CρnXn−1,Zn (h) , h

⟩
= E

[
⟨Xn−1, ρ

∗
nh⟩2

]
+ ⟨CZ(h), h⟩

= ⟨Cn−1(ρ
∗
nh), ρ

∗
nh⟩+ ⟨CZ(h), h⟩

= ⟨ρnCn−1ρ
∗
n(h), h⟩+ ⟨CZ(h), h⟩.

This leads to the functional equation (3.3), since Cn and ρnCn−1ρ
∗
n−1+CZ are

symmetric operators. To prove the infinite series representation (3.4) we recall
the representation

Xn = An
n−mT−q+1Xn−mT−q +

mT+q−1∑
k=0

An
n+1−kZn−k,

which entails

Cn = An
n−mT−q+1Cn−mT−q

(
An

n−mT−q+1

)∗
+

mT+q−1∑
k=0

An
n+1−kCZ

(
An

n+1−k

)∗
.
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Since An
n−mT−q+1Cn−mT−q

(
An

n−mT−q+1

)∗
, as a covariance operator, is nuclear

and considering l0 = sup0≤l≤T−1

∥∥∥C 1
2

l

∥∥∥
S
, we conclude that∥∥∥∥∥Cn −

mT+q−1∑
k=0

An
n+1−kCZ

(
An

n+1−k

)∗∥∥∥∥∥
N

=
∥∥∥An

n−mT−q+1Cn−mT−q

(
An

n−mT−q+1

)∗∥∥∥
N

=
∥∥∥An

n−mT−q+1C
1
2

n−mT−q

∥∥∥
S

≤
∥∥An

n−mT−q+1

∥∥
L

∥∥∥C 1
2

n−mT−q

∥∥∥
S

≤ M2
∥∥∥Bm

′∥∥∥
L

∥∥∥C 1
2

n−mT−q

∥∥∥
S

≤ aM2bm−1
∥∥∥C 1

2

n−mT−q

∥∥∥
S

≤ l0aM
2bm−1 −→ 0, as m −→ ∞,

giving the desired result. Finally, we consider the representation

Xn = An
m+1Xm +

n−m−1∑
k=0

An
n−k+1Zn−k, m < n

Thus

CXn,Xm = An
m+1CXm,Xm +

n−m−1∑
k=0

An
n−k+1CZn−k,Xm

= An
m+1CXm,Xm .

By using the relation CXn,Xm = C∗
Xm,Xn,

we deduce the last equality (3.6). □

Following theorem presents necessary and sufficient condition for the coor-
dinate process {⟨Xn, v⟩}n∈Z, where v ∈ H, to satisfy in some AR(1) model.

Theorem 3.5. Let X = {Xn}n∈Z be the T-PC solution to the AR(1) equation
and v be an element of H for which ⟨CZ(v), v⟩ > 0. Then {⟨Xn, v⟩}n∈Z is
a T-PCAR(1) real valued process with noise {⟨Zn, v⟩}n∈Z if and only if there
exists a real T-periodic sequence {αj }j∈Z such that

(3.7) ⟨Xn−1, ρ
∗
nv⟩ = ⟨Xn−1, αnv⟩ a.s. n ∈ Z.

If the condition holds, then |α0 · · ·αT−1| < 1 and {⟨Xn, v⟩}n∈Z has the autore-
gressive representation

⟨Xn, v⟩ = αn ⟨Xn−1, v⟩+ ⟨Zn, v⟩ .



Existence of H-Valued PCAR processes 2540

Proof. Sufficiency: We note that

⟨Xn, v⟩ = ⟨ρnXn−1, v⟩+ ⟨Zn, v⟩
= ⟨Xn−1, ρ

∗
nv⟩+ ⟨Zn, v⟩

= ⟨Xn−1, αnv⟩+ ⟨Zn, v⟩
= αn ⟨Xn−1, v⟩+ ⟨Zn, v⟩ ,

the desired equation. Moreover,

E ⟨Xn, v⟩2 = α2
nE ⟨Xn−1, v⟩2 + E ⟨Zn, v⟩2

= α2
n · · ·α2

n−T+1E ⟨Xn−T , v⟩2 +
T−1∑
k=1

α2
n · · ·α2

n−k+1E ⟨Zn−k, v⟩2

+ E ⟨Zn, v⟩2 .

Since E ⟨Xn, v⟩2 equals E ⟨Xn−T , v⟩2 and the last two terms are positive we
conclude

1− |α0 · · ·αT−1|2 > 0.

Necessity: Assume {⟨Xn, v⟩}n∈Z is a T-PCAR(1) real process with noise
{⟨Zn, v⟩}n∈Z, then there exists a real T-periodic sequence {αj }j∈Z with

|α0 · · ·αT−1| < 1 such that

(3.8) ⟨Xn, v⟩ = αn ⟨Xn−1, v⟩+ ⟨Zn, v⟩ .

Therefore, we obtain the desired result by drawing a comparison between equa-
tion ⟨Xn, v⟩ = ⟨Xn−1, ρ

∗
nv⟩+ ⟨Zn, v⟩ and the AR(1) equation (3.8). □

Remark 3.6. Note that to hold condition (3.7), it is enough for element v
to be a common eigenfunction of the T operators ρ∗0, · · · , ρ∗T−1 satisfying
⟨CZ(v), v⟩ > 0. In the next example we will choose operators ρ0, · · · , ρT−1

as coefficients of some constant operator, ρ say, and hence it is easy to find
common eigenfunctions.

Example 3.7. Assume ρ is a uniformly exponentially stable operator on H and
ρj = αjρ for j = 0, . . . , T−1, where each αj is a real number and |α0 · · ·αT−1| <
1. Then Condition (II) satisfies and the AR(1) equation has a unique T -PC
solution in the form

Xn =
∞∑
l=0

(α0 · · ·αT−1)
l
ρlT

T−1∑
q=0

q−1∏
j=0

αn−lT−j

 ρqZn−lT−q.

Let us put light on Hilbert-valued T-PCAR(1) processes with symmetric
compact autocorrelation operators. Indeed, we focus on the special case when
operators ρj , and consequently the operator B, are symmetric and compact on
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H and assume the spectral representation based on a common orthonormal ba-
sis, say {ej}j∈N. In more detail, we have the following eigenvalue decomposition
for each ρj .

ρj =
∞∑
k=1

αj,kek ⊗ ek, j = 0, . . . , T − 1.

Consequently B admits the decomposition

B =

∞∑
k=1

βkek ⊗ ek,

where βk = α0,k · · ·αT−1,k. By rearranging {ej}j∈N, if it is necessary, we can
assume {|βj |}j∈N is a decreasing sequence converging to zero. Then we define
a symmetric compact operator

BZ =
∞∑

k=k0

βkek ⊗ ek,

where k0 is the smallest positive integer k for which at least one of the terms

{E ⟨ρt · · · ρsZ0, ek⟩2 : −1 ≤ t− s ≤ T − 2}

is positive. If such a k0 does not exist, we set BZ to be the zero operator.
In this special case, the following theorem specifies condition to the existence

of an AR(1) solution and formulate the existing series. This informative theo-
rem states that, similar to univariate case, ∥BZ∥ < 1 is necessary and sufficient
for the existence of a T-PCAR(1) solution and presents its causal form.

Theorem 3.8. Let ρj for j = 0, . . . , T − 1, B, and BZ be as above. Assume
Z = {Zn}n∈Z is an H-valued white noise. Then the equation

Xn = ρnXn−1 + Zn, n ∈ Z

has a T-PC solution if and only if ∥BZ∥ < 1.

Proof. First, note that Z is a solution of the AR(1) equation if and only
if ∥BZ∥ = 0. Assume 0 ̸= ∥BZ∥ < 1. We will generally show that∑∞

k=0 A
n
n+1−kZn−k is the solution of the equation, where the series converges

in L2
H(Ω,F , P ) norm. By orthogonality of Zn s, we have∥∥∥∥∥

j∑
k=m

An
n+1−kZn−k

∥∥∥∥∥
2

L2
H(Ω,F,P )

=

j∑
k=m

∥∥An
n+1−kZn−k

∥∥2
L2

H(Ω,F,P )

=

j∑
k=m

∥∥An
n+1−kZ0

∥∥2
L2

H(Ω,F,P )
,
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where for big enough m and j and using the definition of BZ , is equal to

∞∑
l=1

lT+T−1∑
k=lT

∥∥An
n+1−kZ0

∥∥2
L2

H(Ω,F,P )
I(m ≤ k ≤ j)

=
∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥An−[ nT ]T
0 B

[
lT+q−(n−[ nT ]T )−1

T

]
AT−1

T−(q−(n−[ nT ]T ))T
Z0

∥∥∥∥∥∥
2

× I(m ≤ q + lT ≤ j)

∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥∥A
n−[ nT ]T
0 B

[
lT+q−(n−[ nT ]T )−1

T

]
Z AT−1

T−(q−(n−[ nT ]T ))T
Z0

∥∥∥∥∥∥∥
2

× I(m ≤ q + lT ≤ j)

≤ σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥An−[ nT ]T
0

∥∥∥∥2
∥∥∥∥∥∥∥B

[
lT+q−(n−[ nT ]T )−1

T

]
Z

∥∥∥∥∥∥∥
2 ∥∥∥∥AT−1

T−(q−(n−[ nT ]T ))T

∥∥∥∥2
× I(m ≤ q + lT ≤ j)

≤ M4σ2
∞∑
l=1

T−1∑
q=0

∥∥∥∥∥∥∥B
[

lT+q−(n−[ nT ]T )−1

T

]
Z

∥∥∥∥∥∥∥
2

I(m ≤ q + lT ≤ j)

≤ M4σ2
∞∑
l=1

T−1∑
q=0

(∥∥Bl−1
Z

∥∥2 + ∥∥Bl
Z

∥∥2) I(m ≤ q + lT ≤ j)

M4σ2
∞∑
l=1

lT+T−1∑
k=lT

(
∥BZ∥2(l−1)

+ ∥BZ∥2l
)
I(m ≤ k ≤ j)

≤ M4Tσ2

j∑
k=m

(
∥BZ∥2(k−1)

+ ∥BZ∥2k
)
→ 0, as m, j → ∞.

Cauchy’s criterion entails the desired result.
Conversely, assume X is a T-PC solution to the AR(1) equation. Then,

E ⟨Xn, ek0⟩
2

= α2
n,k0

E ⟨Xn−1, ek0⟩
2
+ E ⟨Zn, ek0⟩

2

= α2
n,k0

· · ·α2
n−T+1,k0

E ⟨Xn−T , ek0⟩
2
+

T−1∑
k=1

α2
n,k0

· · ·α2
n−k+1,k0

E ⟨Zn−k, ek0⟩
2
+ E ⟨Zn, ek0⟩

2
,
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hence (by considering the definition of k0),

1− |αn,k0 · · ·αn−T+1,k0 |
2
> 0

or equivalently

∥BZ∥ = |βk0 | = |αn,k0 · · ·αn−T+1,k0 | < 1,

which completes the proof. □

4. Hilbert-valued PCAR(p) sequences

The present section devotes to the more practical H-valued T-PC autore-
gressive models with finite order which are defined similarly. We establish in
this section the H-valued PCAR(p) processes can be treated as a PCAR(1)
model in the space Hp, cartesian product of p copies of the space H. The space
Hp equipped with the inner product

⟨h, g⟩Hp =

p−1∑
j=0

⟨hj , gj⟩H , h = (h0, . . . , hp−1)
T
, g = (g0, . . . , gp−1)

T ∈ Hp,

forms a real separable Hilbert space. In the following, we rigorously define the
H-valued PCAR(p) models and its relation to Hp-valued PCAR(1) models in
general.

Definition 4.1. Let X = {Xn}n∈Z be an H-valued periodically correlated
process with period T . Then X is said to be autoregressive of order p (T -
PCAR(p)) if it satisfies

(4.1) Xn = ϕ1,nXn−1 + ϕ2,nXn−2 + · · ·+ ϕp,nXn−p + εn, n ∈ Z,

where ε = {εn}n∈Z is a white noise process with σ2 = E ∥εn∥2H, for each
n. For each j = 1, . . . , p the sequence {ϕj,n}n∈Z is a T -periodic sequence of
bounded linear operators on H. Moreover, (for identifiability of p) we assume
the sequence {ϕp,n}n∈Z to be a nonzero sequence of operators.

Lemma 4.2. Let X = {Xn}n∈Z be an H-valued PCAR(p) random sequence

satisfying (4.1). Then the sequence Y = {Yn = (Xn, . . . , Xn−p+1)
T }n∈Z admits

a PCAR(1) representation in the space Hp.

Proof. Define the T -periodic sequence of p×p operator matrix {ρn}n∈Z on Hp,
as bellow

(4.2) ρn =


ϕ1,n ϕ2,n . . . ϕp,n

IH 0 0 0
0 IH 0 0
0 0 IH 0

 , n ∈ Z,
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where IH denotes the identity operator on H. We also define the Hp-valued
white noise Z = {Zn}n∈Z in the form

Zn = (εn, 0, . . . , 0)
T
, n ∈ Z.

Now, a similar argument to the proof of [1, Lemma 5.1] entails the sequence
Y = {Yn}n∈Z is a T-PC sequence satisfying the PCAR(1) equation (2.1) with
innovation Z = {Zn}n∈Z. In other words, Y = {Yn}n∈Z is a T-PC sequence
with the following representation

(4.3) Yn = ρnYn−1 + Zn, n ∈ Z.

□

Theorem 4.3. Assume Condition (I) or equivalently Condition (II) holds for
the T -periodic sequence of operators {ρn}n∈Z defined in (4.2). We then con-
clude the equation (4.1) admits a unique T-PC solution with the following rep-
resentation

Xn =
∞∑
k=0

(
π1A

n
n+1−k

)
(Zn−k) , n ∈ Z,

where the convergence holds in mean square sense and with probability one.

Proof. According to Theorem 3.1 we can easily conclude the (4.3) has the
unique T-PC solution

(4.4) Yn =

∞∑
k=0

An
n+1−kZn−k, n ∈ Z,

where the series converges in mean square sense and with probability one.
Hence, applying the projection operator π1 on both sides of (4.4) and using
the continuity of this operator entails the solution

Xn = π1 (Yn) = π1

( ∞∑
k=0

An
n+1−kZn−k

)

=
∞∑
k=0

(
π1A

n
n+1−k

)
(Zn−k) , n ∈ Z,

to the AR(p) equation (4.1). To see the uniqueness, assume X̆n to be any
solution to the equation (4.1). Thus, according to Lemma 4.2 the stochastic

process Y̆n =
(
X̆n, X̆n−1, . . . , X̆n−p+1

)T
as a T-PC AR(1) solution to the (4.3)

equals (4.4) with probability one. Which verifies the uniqueness of the existing
solution. □
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4.1. Discussion. Theorem 3.1 answers the main question posed in this paper
for Hilbert valued PCAR processes of order one and the last section extends
our result to each PCAR process of finite order. Theorem 3.5 deals with the
coordinate process and discusses conditions that this process can be real valued
PCAR process. Future work can be pursued in the direction of parameter esti-
mation and prediction. The extension of the research to ARMA processes and
investigating the Yule-Walker equation sounds interesting. Also Recently [3]
have investigated Hilbertian spatial periodical correlated Autoregressive pro-
cesses (HPCAR, in abbreviation). A future work would be extending our result
to spatial HPCAR models.

Acknowledgement

The authors thank the anonymous referees and the editor for their useful
suggestions.

References

[1] D. Bosq, Linear Processes in Function Spaces, Springer-Verlag, New York, 2000.

[2] E.G. Gladyshev, Periodically correlated random sequences, Dokl. Akad. Nauk SSSR 137
(1961) 385–388.

[3] H. Haghbin, Z. Shishebor and A.R. Soltani, Hilbertian spatial periodically correlated

first order autoregressive models, Adv. Data Anal. Classif. 18, no. 3, 303–319.
[4] H.L. Hurd, An Investigation of Periodically Correlated stochastic processes, PhD Dis-

sertation, Duke University, Durham, North Carolina, 1969.
[5] A.G. Miamee and H. Salehi, On the prediction of periodically correlated stochastic

processes, in: Multivariate Analalysis V, pp. 167–179, North-Holland, Amsterdam-New
York, 1980.

[6] A. Parvardeh, N. Mohammadi Jouzdani, S. Mahmoodi and A.R. Soltani, First order
autoregressive periodically correlated model in Banach spaces: existence and central

limit theorem, J. Math. Anal. Appl. 449 (2017), no. 1, 756–768.
[7] A.R. Soltani and M. Hashemi, Periodically correlated autoregressive Hilbertian pro-

cesses, Stat. Inference Stoch. Process. 14 (2011) 177–188.
[8] A.R. Soltani and Z. Shishebor, On infinite dimensional discrete time periodically corre-

lated processes, Rocky Mountain J. Math. 37 (2007), no. 3, 1043–1058.

(Neda Mohammadi Jouzdani) Department of Mathematical Sciences, Isfahan Uni-
versity of Technology, Isfahan, Iran.

E-mail address: neda.mohammadi@math.iut.ac.ir

(Safieh Mahmoodi) Department of Mathematical Sciences, Isfahan University of
Technology, Isfahan, Iran.

E-mail address: mahmoodi@cc.iut.ac.ir

(Afshin Parvardeh) Department of Statistics, Faculty of Sciences, University of
Isfahan, Isfahan, Iran.

E-mail address: a.parvardeh@sci.ui.ac.ir


	1. Introduction
	2. Hilbert-valued PCAR(1) sequences
	3. Main result
	4. Hilbert-valued PCAR(p) sequences
	4.1. Discussion

	Acknowledgement
	References

