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1. Introduction

Nonexpansive mappings are those which have Lipschitz constant equal to
one. A nonexpansive mapping need not have a fixed point in a complete
space. However, if the space is endowed with rich geometric properties then
the existence of fixed point can be ensured. In 1965, three mathematicians,
Browder [3, 4], Göhde [11] and Kirk [17] obtained the first existence result for
nonexpansive mappings, independently (see also [8]).

The study of fixed point theory for nonexpansive mappings in a hyperbolic
metric space setting was initiated by Takahashi [32]. He used the term convex
metric space to describe members of this class (see also [22]). Goebel and
Kirk [7] used hyperbolic type spaces, which contain spaces with hyperbolic
metric (see also [12]). Reich and Shafrir [28] introduced hyperbolic metric
spaces on general infinite dimensional manifolds and studied iteration processes
for nonexpansive mappings in these spaces using an additional condition on the
hyperbolic metric. Accommodating previous definitions of hyperbolic metric
spaces, Kohlenbach [19] introduced a more general definition. Busemann spaces
[5] are well-known examples of hyperbolic metric spaces. Leuştean [20] showed
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that CAT(0) spaces are uniformly convex hyperbolic metric spaces. Recently,
Bin Dehaish and Khamsi [2] obtained a fixed point theorem for monotone
nonexpansive mappings in the setting of partially ordered hyperbolic metric
spaces.

On the other hand, generalizing nonexpansive mappings, Suzuki [31] intro-
duced the following new class of mappings and obtained some existence and
convergence results:

Definition 1.1 ([31]). Let E be a Banach space and K a nonempty subset of
E. A mapping T : K → K is said to satisfy condition (C) if for all u, v ∈ K

1

2
∥u− T (u)∥ ≤ ∥u− v∥ implies ∥T (u)− T (v)∥ ≤ ∥u− v∥.

Theorem 1.2 ([31]). Let K be a nonempty convex subset of a Banach space
E and T : K → K a mapping satisfying the condition (C). Assume also that
one of the following holds:

• K is compact;
• K is weakly compact and E has the Opial property.

Then T has a fixed point.

In this paper, we present a more general version of Bin Dehaish and Khamsi’s
theorem in a partially ordered hyperbolic metric space. We also obtain some
∆-convergence (see Definitions 2.6, 2.8 below) and strong convergence theorems
for a monotone mapping satisfying condition (C) in partially ordered hyperbolic
metric spaces. In this way certain results from [2, 20, 23, 25, 27, 30, 31] are
extended and generalized.

2. Preliminaries

The following definition is due to Kohlenbach [19].

Definition 2.1. A triplet (M, d,W ) is said to be a hyperbolic metric space if
(M, d) is a metric space and W :M×M× [0, 1]→M is a function satisfying

(H1) d(z,W (u, v, β)) ≤ (1− β)d(z, u) + βd(z, v);
(H2) d(W (u, v, β),W (u, v, γ)) = |β − γ|d(u, v);
(H3) W (u, v, β) = W (v, u, 1− β);
(H4) d(W (u, z, β),W (v, w, β)) ≤ (1− β)d(u, v) + βd(z, w),

for all u, v, z, w ∈M and β, γ ∈ [0, 1]. The set

seg[u, v] := {W (u, v, β) : β ∈ [0, 1]}
is called the metric segment with endpoints u and v.

Remark 2.2. If only condition (H1) is satisfied, then (M, d,W ) is a convex
metric space in the sense of Takahashi [32]. Conditions (H1)-(H3) are equivalent
to (M, d,W ) being a space of hyperbolic type in the sense of Goebel and
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Kirk [7]. Condition (H4) was considered by Itoh [13] as condition III and later
used in [28] (with restriction on β, β = 1/2) to define the class of hyperbolic
metric spaces. Condition (H3) ensures that seg[u, v] is an isometric image of
the real line segment [0, d(u, v)].

We shall adopt the customary notations and write W (u, v, β) = (1− β)u⊕
βv. We shall say that a subset K of M is convex if u, v ∈ K implies that
(1 − β)u ⊕ βv ∈ K for all β ∈ [0, 1]. We shall use (M, d) for (M, d,W ) when
there is no ambiguity. All normed linear spaces and Hilbert ball equipped with
the hyperbolic metric are some examples of hyperbolic metric spaces [9].

Throughout, we shall assume that order intervals are closed convex subsets
of a hyperbolic metric spaceM. We denote these as follows:

[a,→) := {u ∈M : a ⪯ u} and (←, b] := {u ∈M : u ⪯ b},

for any a, b ∈M (cf. [2]).

Definition 2.3 ([10, 15]). Let (M, d) be a hyperbolic metric space. For any
a ∈M, r > 0 and ε > 0, set

δ(r, ε) =inf

{
1− 1

r
d

(
1

2
u⊕ 1

2
v, a

)
: d(u, a) ≤ r, d(v, a) ≤ r, d(u, v) ≥ rε

}
.

We say thatM is uniformly convex if δ(r, ε) > 0, for any r > 0 and ε > 0.

Definition 2.4 ([14]). A hyperbolic metric space (M, d) is said to satisfy
property (R) if for each decreasing sequence {Cn} of nonempty bounded closed

convex subsets ofM,
∞∩

n=1
Cn ̸= ∅.

Uniformly convex hyperbolic spaces enjoy the property (R) [2].

Definition 2.5 ([29]). Let K be a subset of a metric space (M, d). A mapping
T : K → K is said to satisfy Condition (I) if there exists a nondecreasing
function f : [0,∞)→ [0,∞) satisfying f(0) = 0 and f(r) > 0 for all r ∈ (0,∞)
such that d(u, T (u)) ≥ f(dist(u, F (T ))) for all u ∈ K, where dist(u, F (T ))
denotes the distance from u to F (T ).

Let K be a nonempty subset of a hyperbolic metric space (M, d) and {un}
a bounded sequence inM. For each u ∈M, define:

(i) asymptotic radius of {un} at u as r({un}, u) := lim sup
n→∞

d(un, u);

(ii) asymptotic radius of {un} relative to K as

r({un},K) := inf{r({un}, u) : u ∈ K};

(iii) asymptotic centre of {un} relative to K by

A({un},K) := {u ∈ K : r({un}, u) = r({un},K)}.
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Lim [21] introduced the concept of ∆-convergence in metric spaces. Kirk
and Panyanak [18] used Lim’s concept in CAT(0) spaces and showed that many
Banach spaces results involving weak convergence have precise analogs in this
setting.

Definition 2.6 ([18]). A bounded sequence {un} inM is said to ∆-converge
to a point u ∈ M if u is the unique asymptotic centre of every subsequence
{unk

} of {un}.

Definition 2.7 ([2]). Let K be a nonempty subset of a hyperbolic metric space
(M, d). A function τ : K → [0,∞) is said to be a type function if there exists
a bounded sequence {un} inM such that

τ(u) = lim sup
n→∞

d(un, u)

for any u ∈ K.

We note that every bounded sequence generates a unique type function.

Now we rephrase the concept of ∆-convergence in hyperbolic metric spaces.

Definition 2.8. A bounded sequence {un} in M is said to ∆-converge to a
point z ∈ M if z is unique and the type function generated by every subse-
quence {unk

} of {un} attains its infimum at z.

Agarwal et al. [1] introduced an iteration process known as S-iteration pro-
cess, which can be defined in the framework of hyperbolic metric spaces as
follows:

(2.1)


u1 ∈ K
vn = γnT (un)⊕ (1− γn)un

un+1 = βnT (vn)⊕ (1− βn)T (un),

where {βn} and {γn} are sequences in (0, 1).

3. Existence results

First, we recall the following definitions and preliminary results:

Definition 3.1 ( [2]). Let (M, d,⪯) be a partially ordered metric space and
T :M→M a mapping. The mapping T is said to be monotone if

u ⪯ v implies T (u) ⪯ T (v).

Definition 3.2 ( [2]). Let (M, d,⪯) be a partially ordered metric space and
T :M→M a mapping. The mapping T is said to be monotone nonexpansive
if T is monotone and

(3.1) d(T (u), T (v)) ≤ d(u, v),

for all u, v ∈M such that u and v are comparable.
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We extend Definition 1.1 from Banach spaces to partially ordered hyperbolic
metric spaces as follows:

Definition 3.3. Let (M, d,⪯) be a partially ordered metric space and T :
M → M a monotone mapping. The mapping T is said to satisfy condition
(C) if

(3.2)
1

2
d(u, T (u)) ≤ d(u, v) implies d(T (u), T (v)) ≤ d(u, v),

for all u, v ∈M such that u and v are comparable.

Remark 3.4. Every nonexpansive mapping satisfies the condition (C) (c.f. [31]).

The following lemma will be useful in our results.

Lemma 3.5 ([2]). Let (M, d) be a uniformly convex hyperbolic metric space
and K a nonempty closed convex subset of M. Let τ : K → [0,∞) be a type
function. Then τ is continuous. Moreover, there exists a unique minimum
point z ∈ K such that τ(z) = inf{τ(u) : u ∈ K}.

We need the following two propositions to accomplish our main results.

Proposition 3.6 ([7]). Let (M, d) be a hyperbolic type metric space and {βn} ⊂
[0, 1). Suppose {un} and {vn} are sequences inM which satisfy for all n ∈ N,

(i) un+1 ∈ seg[un, vn] with d(un, un+1) = βnd(un, vn), and
(ii) d(vn+1, vn) ≤ d(un+1, un).

Then, for all i, n ∈ N,(
1 +

i+n−1∑
s=i

βs

)
d(vi, ui) ≤ d(vi+n, ui)

+
i+n−1∏
s=i

(1− βs)
−1[d(vi, ui)− d(vi+n, ui+n)].

Proposition 3.7. Let (M, d,⪯) be a partially ordered hyperbolic metric space
and K a bounded convex subset ofM not reduced to one point. Let T : K → K
be a monotone mapping satisfying the condition (C). Let u1 ∈ K be such that
u1 and T (u1) are comparable and βn ∈ [1/2, 1). Define a sequence {un} in K
by

(3.3) un+1 = βnT (un)⊕ (1− βn)un, n ∈ N.
Then lim

n→∞
d(un, T (un)) = 0.

Proof. Without loss of generality, we may assume that u1 ⪯ T (u1). By the
convexity of order interval, we have u1 ⪯ u2 ⪯ T (u1). Since T is monotone, we
get T (u1) ⪯ T (u2). This implies u1 ⪯ u2 ⪯ T (u1) ⪯ T (u2). Continuing in this
way, we get

un ⪯ un+1 ⪯ T (un) ⪯ T (un+1).
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This implies that un+1 ∈ seg[un, T (un)]. From (3.3) un+1 is a unique point of
seg[un, T (un)] such that

d(un+1, T (un)) = (1− βn)d(un, T (un)) and

d(un+1, un) = βnd(un, T (un)).(3.4)

Since βn ∈
[
1
2 , 1
)
, by (3.4),

1

2
d(un, T (un)) ≤ βnd(un, T (un)) = d(un+1, un).

Now (3.2) implies that

(3.5) d(T (un+1), T (un)) ≤ d(un+1, un).

By Proposition 3.6, it follows that(
1 +

i+n−1∑
s=i

βs

)
d(T (ui), ui) ≤ d(T (ui+n), ui) +

i+n−1∏
s=i

(1− βs)
−1

[d(T (ui), ui)− d(T (ui+n), ui+n)].

This implies that(
1 +

1

2
(n− 1)

)
d(T (ui), ui) ≤ d(T (ui+n), ui) +

i+n−1∏
s=i

(1− βs)
−1

[d(T (ui), ui)− d(T (ui+n), ui+n)].(3.6)

We will show that {d(un+1, un)} is a decreasing sequence. Since X is a hyper-
bolic metric space, by (3.5), we have

d(un+2, un+1) = d(βnT (un+1)⊕ (1− βn)un+1, βnT (un)⊕ (1− βn)un)

≤ βnd(T (un+1), T (un)) + (1− βn)d(un+1, un)

≤ βnd(un+1, un) + (1− βn)d(un+1, un) = d(un+1, un),

for all n ∈ N. Thus {d(un, T (un))} is a decreasing sequence. Let θ =
lim

n→∞
d(un, T (un)). Letting i→∞ in (3.6), we get(

1 +
1

2
(n− 1)

)
θ ≤ δ(K)

for all n ∈ N, where δ(K) = sup{d(u, v);u, v ∈ K} < ∞. This implies that
θ = 0. □

Now, we present some existence results on a partially ordered hyperbolic
metric space. For more details on ordered metric spaces and applications one
may refer to [24,26].
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Theorem 3.8. Let (M, d,⪯) be a uniformly convex partially ordered hyperbolic
metric space and K a nonempty closed convex bounded subset ofM not reduced
to one point. Let T : K → K be a monotone mapping satisfying the condition
(C). Assume that there exists u1 ∈ K such that u1 and T (u1) are comparable.
Then T has a fixed point.

Proof. Without loss of generality, we may assume that u1 ⪯ T (u1). We can
consider the sequence {un} defined by (3.3) with initial point u1 ∈ K and
βn ∈ [1/2, 1). Since M is uniformly convex, it satisfies the property (R) and
by the construction of {un}, we have

K∞ =
∞∩

n=1

[un,→) ∩ K =
∞∩

n=1

{u ∈ K;un ⪯ u} ̸= ∅.

Let u ∈ K∞. Then un ⪯ u. Since T is monotone, we have un ⪯ T (un) ⪯ T (u),
for all n ∈ N. This implies that T (K∞) ⊂ K∞. Let τ : K∞ → [0,∞) be a type
function generated by {un}, that is,

τ(u) = lim sup
n→∞

d(un, u).

From Lemma 3.5, there exists a unique element z ∈ K∞ such that

τ(z) = inf{τ(u);u ∈ K∞}.

Since z ∈ K∞, un ⪯ z for all n ∈ N. If un = un+1, then d(un, un+1) ≤ d(un, z)
for all n ∈ N. Again if un ≺ un+1, then un ≺ un+1 ⪯ z. Thus in the both cases
we have d(un, un+1) ≤ d(un, z) for all n ∈ N. By (3.4) we have 1

2d(un, T (un)) ≤
d(un, z). Since T satisfies the condition (C), from (3.2)

(3.7) d(T (un), T (z)) ≤ d(un, z).

By the triangle inequality, (3.7) and Proposition 3.7, we have

τ(T (z)) = lim sup
n→∞

d(un, T (z))

≤ lim sup
n→∞

d(un, T (un)) + lim sup
n→∞

d(T (un), T (z))

≤ lim sup
n→∞

d(un, z).

Since τ(z) = inf{τ(u);u ∈ K∞}, it follows that T (z) = z, and z is a fixed point
of T. □

Corollary 3.9 ([2, Theorem 3.1]). Let (M, d,⪯) be a uniformly convex par-
tially ordered hyperbolic metric space and K a nonempty closed convex bounded
subset of M not reduced to one point. Let T : K → K be a monotone nonex-
pansive mapping. Assume that there exists u1 ∈ K such that u1 and T (u1) are
comparable. Then T has a fixed point.
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Lemma 3.10. Let (M, d,⪯) be a partially ordered hyperbolic metric space
and K a nonempty closed convex subset of M. Let T : K → K be a monotone
mapping. Let u1 ∈ K be such that u1 ⪯ T (u1) (or T (u1) ⪯ u1). Then for the
sequence {un} defined by (2.1), we have

(a) un ⪯ T (un) ⪯ un+1 (or un+1 ⪯ T (un) ⪯ un);
(b) un ⪯ p (or p ⪯ un), provided {un} ∆-converges to a point p ∈ K,

for all n ∈ N.

Proof. We shall use induction to prove (a). By assumption, we have u1 ⪯
T (u1). By the convexity of order interval [u1, T (u1)] and (2.1), we have

(3.8) u1 ⪯ v1 ⪯ T (u1).

Since T is monotone, we have T (u1) ⪯ T (v1). Again by the convexity of order
interval [T (u1), T (v1)] and (2.1), we have

(3.9) T (u1) ⪯ u2 ⪯ T (v1).

Combining (3.8) and (3.9), we get

u1 ⪯ v1 ⪯ T (u1) ⪯ u2.

Thus (a) is true for n = 1. Now suppose it is true for n, that is, un ⪯ T (un) ⪯
un+1. By the convexity of order interval [un, T (un)] and (2.1), we have

(3.10) un ⪯ vn ⪯ T (un).

Since T is monotone, we have T (un) ⪯ T (vn). By the convexity of order interval
[T (un), T (vn)] and (2.1), we have

(3.11) T (un) ⪯ un+1 ⪯ T (vn).

Combining (3.10) and (3.11), we get

(3.12) un ⪯ vn ⪯ T (un) ⪯ un+1 ⪯ T (vn).

Since vn ⪯ un+1 and T is monotone, T (vn) ⪯ T (un+1). By (3.12), we have
un+1 ⪯ T (un+1). By the convexity of order interval [un+1, T (un+1)], we have

un+1 ⪯ vn+1 ⪯ T (un+1).

By the monotonicity of T, we have T (un+1) ⪯ T (vn+1). Convexity of order
interval implies T (un+1) ⪯ un+2 ⪯ T (vn+1). Therefore

(3.13) un+1 ⪯ vn+1 ⪯ T (un+1) ⪯ un+2.

Suppose p is a ∆-limit of {un}. Here the sequence {un} is monotone in-
creasing and the order interval [um,→) is closed and convex. We claim that
p ∈ [um,→) for a fixed m ∈ N. If p /∈ [um,→), then the type function generated
by subsequence {ur} of {un} defined by leaving first m− 1 terms of sequence
{un} will not attain an infimum at p, which is a contradiction to the assumption
that p is a ∆-limit of the sequence {un}. This completes the proof. □
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The following lemma is analogous to [31, Lemma 7].

Lemma 3.11. Let (M, d,⪯) be a partially ordered hyperbolic metric space and
K a nonempty subset ofM. Let T : K → K be a monotone mapping satisfying
the condition (C). Then for all u, v ∈ K such that u and v are comparable, we
have

d(u, T (v)) ≤ 3d(u, T (u)) + d(u, v).

Theorem 3.12. Let (M, d,⪯) be a uniformly convex partially ordered hyper-
bolic metric space and K a nonempty closed convex subset ofM. Let T : K → K
be a monotone mapping satisfying the condition (C). Assume that there exists
u1 ∈ K such that u1 and T (u1) are comparable. Let the sequence {un} defined
by (2.1) be bounded, there exists a point v ∈ K such that every point of the
sequence {un} are comparable with v and lim

n→∞
inf d(T (un), un) = 0. Then T

has a fixed point.

Proof. Suppose {un} is a bounded sequence and lim inf
n→∞

d(T (un), un) = 0. Then

there exists a subsequence {unj} of {un} such that

lim
j→∞

d(T (unj ), unj ) = 0.

By Lemma 3.10, we have u1 ⪯ unj ⪯ unj+1 . Define Kj = {p ∈ K : unj ⪯ p}
for all j ∈ N. Clearly for each j ∈ N, Kj is closed convex and v ∈ Kj so Kj is
nonempty. Set

K∞ =
∞∩
j=1

Kj ̸= ∅.

Then K∞ is a closed convex subset of K. Let u ∈ K∞; then unj ⪯ u for all
j ∈ N. Since T is monotone, for all j ∈ N

unj ⪯ T (unj ) ⪯ T (u).

This implies that T (K∞) ⊂ K∞. Let σ : K∞ → [0,∞) be a type function
generated by {unj}, that is,

σ(u) = lim sup
j→∞

d(unj , u).

From Lemma 3.5, there exists a unique element w ∈ K∞ such that

σ(w) = inf{σ(u);u ∈ K∞}.

By the definition of type function,

σ(T (w)) = lim sup
j→∞

d(unj , T (w)).
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Using Lemma 3.11, we get

τ(T (w)) = lim sup
j→∞

d(unj , T (w))

≤ 3 lim sup
j→∞

d(unj , T (unj )) + lim sup
j→∞

d(unj , w)

= τ(w).

By the uniqueness of minimum point this implies that T (w) = w. □

Now, we present some illustrative examples.

Example 3.13. Let R (the set of reals) be equipped with the usual ordering
and standard norm ∥u∥ = |u|. Let K = [0, 1] ⊂ R and T : K → K be a mapping
defined by

T (u) =

{
1− u, if u ∈ [0, 1

4 )
u+3
4 , if u ∈ [ 14 , 1].

Then

• T is not a nonexpansive mapping.
• T satisfies condition (C).

For u = 24
100 and v = 25

100 , we have ∥T (u) − T (v)∥ = 21
400 > 1

100 = ∥u − v∥.
Therefore T is not a nonexpansive mapping.

Now we show that T satisfies condition (C). For this, we consider the fol-
lowing two cases:
Case (i): u, v ∈ [0, 1

4 ) or u, v ∈ [ 14 , 1]. Then we have ∥T (u)− T (v)∥ ≤ ∥u− v∥.
Case (ii): u ∈ [0, 1

4 ) and v ∈ [ 14 , 1].

If 1
2∥u− T (u)∥ ≤ ∥u− v∥, we must have (1−2u)

2 ≤ (v − u), or 1
2 ≤ v. Thus

∥T (u)− T (v)∥ =
∣∣∣∣v + 4u− 1

4

∣∣∣∣ < 1

4
< ∥u− v∥.

Again, if 1
2∥v − T (v)∥ ≤ ∥u− v∥, we must have

(3.14)
3− 3v

8
≤ ∥u− v∥,

which implies that 3
11 + 8

11u ≤ v, so v ∈ [ 3
11 , 1]. Thus, from (3.14)

∥T (u)− T (v)∥ =
∣∣∣∣v + 4u− 1

4

∣∣∣∣ < 2

11
<

3

16
≤ ∥u− v∥.

Therefore, T satisfies the condition (C). Note that T has a (unique) fixed
point 1.

Example 3.14. LetM = {(u1, u2) ∈ R2 : u1, u2 > 0}. Define d :M×M→
[0,∞) by

d(u, v) = |u1 − v1|+ |u1u2 − v1v2|
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for all u = (u1, u2) and v = (v1, v2) in M. Then it can be easily seen that d
is a metric on M and (M, d) is a metric space. Now for β ∈ [0, 1], define a
function W :M×M× [0, 1]→M by

W (u, v, β) =

(
(1− β)u1 + βv1,

(1− β)u1u2 + βv1v2
(1− β)u1 + βv1

)
.

We show that (M, d,W ) is a hyperbolic metric space. For u = (u1, u2), v =
(v1, v2), z = (z1, z2) and w = (w1, w2) inM :

(H1) d(z,W (u, v, β)) = |z1 − (1− β)u1 − βv1|
+ |z1z2 − (1− β)u1u2 − βv1v2|
≤ (1− β)|z1 − u1|+ β|z1 − v1|
+ (1− β)|z1z2 − u1u2|+ β|z1z2 − v1v2|
= (1− β)d(z, u) + βd(z, v).

(H2) d(W (u, v, β),W (u, v, γ)) = |(1− β)u1 + βv1 − (1− γ)u1 − γv1|
+ |(1− β)u1u2 + βv1v2 − (1− γ)u1u2

− γv1v2|
= |β − γ|(|u1 − v1|+ |u1u2 − v1v2|)
= |β − γ|d(u, v).

(H3) W (u, v, β) =

(
(1− β)u1 + βv1,

(1− β)u1u2 + βv1v2
(1− β)u1 + βv1

)
=

(
βv1 + (1− β)u1,

βv1v2 + (1− β)u1u2

βv1 + (1− β)u1

)
= W (v, u, 1− β).

(H4) d(W (u, z, β),W (v, w, β)) = |(1− β)u1 + βz1 − (1− β)v1 − βw1|
+ |(1− β)u1u2 + βz1z2 − (1− β)v1v2

− βw1w2|
≤ (1− β)(|u1 − v1|+ |u1u2 − v1v2|)
+ β(|z1 − w1|+ |z1z2 − w1w2|)
= (1− β)d(u, v) + βd(z, w).

Therefore (M, d,W ) is a hyperbolic metric space but not a normed linear space.
Now we define an order on M as follows: for u = (u1, u2) and v = (v1, v2),
u ⪯ v if and only if u1 < v1 or u1 = v1 and u2 ≤ v2. Thus (M, d,⪯) is an
ordered hyperbolic metric space.
Let K := [1, 4]× [1, 4] ⊂M and T : K → K be a mapping defined by

T (u) =

{
(1, 1), if (u1, u2) ̸= (4, 4)

(2, 2), if (u1, u2) = (4, 4).
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First we show that T is not a nonexpansive mapping on K. Let u = ( 3910 ,
39
10 )

and v = (4, 4). Then

d(T (u), T (v)) = 4 >
89

100
= d(u, v).

To show that T satisfies condition (C), we consider the following cases:
Case 1: u = (u1, u2), v = (v1, v2) ̸= (4, 4), then

d(T (u), T (v)) = 0 ≤ d(u, v).

Case 2: Here we consider two subcases: if u = (u1, u2) ∈ A := [1, 3.2]× [1, 4]∪
[3.2, 3.5]× [1, 3.5] ∪ [3.5, 4]× [1, 3] and v = (4, 4), then

d(T (u), T (v)) = 4 ≤ d(u, v).

If u = (u1, u2) ∈ B := (3.5, 4]×(3, 3.5]∪(3.2, 4]×(3.5, 4]\{(4, 4)} and v = (4, 4),
then

1

2
d(u, T (u)) > 6 > d(u, v) and

1

2
d(v, T (v)) = 7 > 6 > d(u, v).

Therefore T satisfies the condition (C).

In the following example we consider the well-known river metric d. A river
metric space (R2, d) is a R-tree. Further, R-trees are CAT(0) spaces and these
spaces are particular cases of hyperbolic spaces (c.f. [6]).

Example 3.15. Let R2 be equipped with the river metric defined by

d(u, v) =

{
|v2 − u2|, if v1 = u1

|u2|+ |v2|+ |v1 − u1|, if v1 ̸= u1.

for all u = (u1, u2), and v = (v1, v2) in R2. Let K := [0, 4] × [0, 4] ⊂ R2 and
T : K → K a mapping defined by

T (u) =

{
(u1

4 , u2

2 ), if (u1, u2) ̸= (4, 4)

(0, 1
2 ), if (u1, u2) = (4, 4).

If u = (u1, u2), v = (v1, v2) ̸= (4, 4), we easily see that d(T (u), T (v)) ≤ d(u, v).
For u = (u1, u2) ̸= (4, 4) with u1 ̸= 4, and v = (v1, v2) = (4, 4), we have

d(T (u), T (v)) ≤ d(u, v).

Further, if u = (4, u2) with 0 ≤ u2 ≤ 5
3 , and v = (4, 4), we have

d(T (u), T (v)) =
3 + u2

2
≤ |4− u2| = d(u, v).

Finally, if u = (4, u2) with
5
3 < u2 < 4, and v = (4, 4), we obtain

1

2
d(u, T (u)) =

1

2

(
u2 +

u2

2
+ |4− 1|

)
>

11

4
>

7

3
> d(u, v).
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Also 1
2d(v, T (v)) =

11
4 > 7

3 > d(u, v). Hence T satisfies the condition (C).
On the other hand at u = (4, 2) and v = (4, 4), we have

d(T (u), T (v)) =
5

2
> 2 = d(u, v)

and T is not nonexpansive.

4. Convergence results

In this section, we discuss some convergence results in a partially ordered
hyperbolic metric space for S-iteration process. The following proposition is
analogous to [31, Proposition 2].

Proposition 4.1. Let (M, d,⪯) be a partially ordered hyperbolic metric space
and K a nonempty subset ofM. Let T : K → K be a monotone mapping satisfy-
ing the condition (C) with a fixed point w ∈ K. Then T is quasi-nonexpansive,
that is, d(T (u), w) ≤ d(u,w) for all u ∈ K and w ∈ F (T ) such that u is
comparable with T (u) and w.

We also need the following lemma to prove our next theorem.

Lemma 4.2 ([16]). Let (M, d) be a uniformly convex hyperbolic metric space
with monotone modulus of uniform convexity δ. Let z ∈ M and {αn} be a
sequence such that 0 < a ≤ αn ≤ b < 1. If {un} and {vn} are sequences in
M such that lim sup

n→∞
d(un, z) ≤ r, lim sup

n→∞
d(vn, z) ≤ r and lim

n→∞
d(αnvn ⊕ (1−

αn)un, z) = r for some r ≥ 0, then we have lim
n→∞

d(vn, un) = 0.

Theorem 4.3. Let (M, d,⪯) be a uniformly convex partially ordered hyperbolic
metric space and K a nonempty closed convex subset of M. Let T : K → K
be a monotone mapping satisfying the condition (C). Assume that there exists
u1 ∈ K such that u1 and T (u1) are comparable. Suppose F (T ) is nonempty and
u1 and z are comparable for every z ∈ F (T ). Let {un} be a sequence defined by
(2.1). Then the following assertions hold:

(i) the sequence {un} is bounded;
(ii) max{d(un+1, z), d(vn, z)} ≤ d(un, z) for all n ∈ N;
(iii) lim

n→∞
d(un, z) exists and lim

n→∞
dist(un, F (T )) exists;

(iv) lim
n→∞

d(T (un), un) = 0.

Proof. Without loss of generality we may assume that u1 ⪯ z. Since T is
monotone, T (u1) ⪯ T (z) = z. By (2.1), (as in (3.12)), we have

(4.1) u1 ⪯ v1 ⪯ T (u1) ⪯ u2 ⪯ T (v1),

and v1 ⪯ z. By monotonicity of T,

T (v1) ⪯ T (z) = z.
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From (4.1), we have
u1 ⪯ v1 ⪯ T (u1) ⪯ u2 ⪯ z.

Since T is monotone, T (u2) ⪯ T (z) = z. Then again from (3.13), for n=2, we
have

u2 ⪯ T (u2) ⪯ z.

Continuing in this way, we get

un ⪯ T (un) ⪯ z.

By (2.1) and Proposition 4.1, we have

d(vn, z) = d(γnT (un)⊕ (1− γn)un, z)

≤ γnd(T (un), z) + (1− γn)d(un, z)

≤ γnd(un, z) + (1− γn)d(un, z)

= d(un, z).(4.2)

Further, by (2.1), (4.2) and Proposition 4.1, we have

d(un+1, z) = d(βnT (vn)⊕ (1− βn)T (un), z)

≤ βnd(T (v)n, z) + (1− βn)d(T (un), z)

≤ βnd(vn, z) + (1− βn)d(un, z)

≤ βnd(un, z) + (1− βn)d(un, z)

= d(un, z).

Thus the sequence {d(un, z)} is bounded and decreasing so lim
n→∞

d(un, z) ex-

ists. For each z ∈ F (T ) and n ∈ N we have d(un+1, z) ≤ d(un, z). Taking
infimum over all z ∈ F (T ), we get dist(un+1, F (T )) ≤ dist(un, F (T )) for all
n ∈ N. So the sequence dist(un, F (T )) is bounded and decreasing. Therefore,
lim

n→∞
dist(un, F (T )) exists. Suppose

(4.3) lim
n→∞

d(un, z) = r.

From (4.3) and Proposition 4.1, we have

(4.4) lim sup
n→∞

d(T (un), z) ≤ r.

By (4.2) and (4.3), we have

(4.5) lim sup
n→∞

d(vn, z) ≤ r.

Using (4.5) and Proposition 4.1, we get

(4.6) lim sup
n→∞

d(T (vn), z) ≤ r.

By (2.1), we have

(4.7) r = lim
n→∞

d(un+1, z) = lim
n→∞

d((1− βn)T (un)⊕ βnT (vn), z).
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In view of (4.4), (4.6), (4.7) and Lemma 4.2, we get

(4.8) lim
n→∞

d(T (vn), T (un)) = 0.

Again by (2.1), we have

d(un+1, T (un)) = d((1− βn)T (un)⊕ βnT (vn), T (un))

≤ βnd(T (vn), T (un)).

By (4.8) and letting n→∞, we get

(4.9) lim
n→∞

d(un+1, T (un)) = 0.

By the triangle inequality, we have

d(un+1, T (vn)) ≤ d(un+1, T (un)) + d(T (vn), T (un)).

By (4.8) and (4.9), we get lim
n→∞

d(un+1, T (vn)) = 0. Now, we observe that

d(un+1, z) ≤ d(un+1, T (vn)) + d(T (vn), z)

≤ d(un+1, T (vn)) + d(vn, z),

which yields

(4.10) r ≤ lim inf
n→∞

d(vn, z).

From (4.5) and (4.10), we get

(4.11) r = lim
n→∞

d(vn, z) = lim
n→∞

d((1− γn)un ⊕ γnT (un), z).

Finally, from (4.3), (4.4), (4.11) and Lemma 4.2, we conclude that
lim

n→∞
d(T (un), un) = 0. □

Now we present a result for ∆-convergence.

Theorem 4.4. Let (M, d,⪯) be a uniformly convex partially ordered hyperbolic
metric space and K a nonempty closed convex subset of M. Let T : K → K
be a monotone mapping satisfying the condition (C). Assume that there exists
u1 ∈ K such that u1 and T (u1) are comparable, F (T ) is nonempty and totally
ordered. Then the sequence {un} defined by (2.1) ∆-converges to a fixed point
of T.

Proof. By Theorem 4.3, {un} is a bounded sequence. Therefore there exists
a subsequence {unj} of {un} such that {unj} ∆-converges to some p ∈ K. By
using Lemma 3.10, we have

u1 ⪯ unj ⪯ p for all j ∈ N.

Now we show that every ∆-convergent subsequence of {un} has a unique ∆-
limit in F (T ). Arguing by contradiction suppose {un} has two subsequences
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{unj} and {unk
} ∆-converging to p and q, respectively. By Theorem 4.3, {unj}

is bounded and

(4.12) lim
j→∞

d(T (unj ), unj ) = 0.

We claim that p ∈ F (T ). Let τ : K → [0,∞) be a type function generated by
{unj}, that is,

τ(u) = lim sup
j→∞

d(unj , u).

By Lemma 3.11 and (4.12), we have

τ(T (p)) = lim sup
j→∞

d(unj , T (p))

≤ 3 lim sup
j→∞

d(unj , T (unj )) + lim sup
j→∞

d(unj , p)

≤ τ(p).

By the uniqueness of element p and definition of ∆-convergence, T (p) = p.
Similarly, T (q) = q. By the definition of ∆-convergence and Lemma 3.5, we
have

lim sup
n→∞

d(un, p) = lim sup
j→∞

d(unj , p) < lim sup
j→∞

d(unj , q)

= lim sup
n→∞

d(un, q) = lim sup
k→∞

d(unk
, q)

< lim sup
k→∞

d(unk
, p) = lim sup

n→∞
d(un, p),

which is a contradiction, unless p = q. □
Next we present a strong convergence theorem.

Theorem 4.5. Let (M, d,⪯) be a uniformly convex partially ordered hyperbolic
metric space, K, T and {un} be the same as in Theorem 4.3 with F (T ) ̸= ∅.
Then the sequence {un} defined by (2.1) converges strongly to a fixed point of
T if and only if lim inf

n→∞
dist(un, F (T )) = 0, provided F (T ) is a totally ordered

set.

Proof. Suppose that lim inf
n→∞

dist(un, F (T )) = 0. From Theorem 4.3,

lim
n→∞

dist(un, F (T )) exists, so

(4.13) lim
n→∞

dist(un, F (T )) = 0.

First, we show that the set F (T ) is closed. For this, let {zn} be a sequence in
F (T ) converging strongly to a point w ∈ K. Since 1

2d(zn, T (zn)) = 0 ≤ d(zn, w)
for all n ∈ N, we have

lim sup
n→∞

d(zn, T (w)) = lim sup
n→∞

d(T (zn), T (w))

≤ lim sup
n→∞

d(zn, w) = 0.



2563 Shukla, Pant, Kadelburg and Nashine

Thus {zn} converges strongly to T (w). This implies that T (w) = w. Therefore
F (T ) is closed. In view of (4.13), let {unj} be a subsequence of sequence {un}
such that d(unj , zj) ≤ 1

2j for all j ≥ 1, where {zj} is a sequence in F (T ). By
Theorem 4.3, we have

(4.14) d(unj+1 , zj) ≤ d(unj , zj) ≤
1

2j
.

Now, by the triangle inequality and (4.14), we have

d(zj+1, zj) ≤ d(zj+1, unj+1) + d(unj+1 , zj)

≤ 1

2j+1
+

1

2j
<

1

2j−1
.

A standard argument shows that {zj} is a Cauchy sequence. Since F (T ) is
closed, so {zj} converges to some point z ∈ F (T ). Now

d(unj , z) ≤ d(unj , zj) + d(zj , z).

Letting j → ∞ implies that {unj
} converges strongly to z. By Lemma 4.3,

lim
n→∞

d(un, z) exists. Hence {un} converges strongly to z. The converse part is

obvious. □

Theorem 4.6. Let (M, d,⪯) be a uniformly convex partially ordered hyperbolic
metric space, K, T and {un} be the same as in Theorem 4.3. Let T satisfy the
condition (I) and F (T ) ̸= ∅. Then {un} converges strongly to a fixed point of
T.

Proof. From Theorem 4.3, it follows that

(4.15) lim inf
n→∞

d(T (un), un) = 0.

Since T satisfies condition (I), we have d(T (un), un) ≥ f(dist(un, F (T ))). From
(4.15), we get

lim inf
n→∞

f(dist(un, F (T ))) = 0.

Since f : [0,∞)→ 0,∞) is a nondecreasing function with f(0) = 0 and f(r) > 0
for all r ∈ (0,∞), we have

lim inf
n→∞

dist(un, F (T )) = 0.

Therefore all the assumptions of Theorem 4.5 are satisfied and {un} converges
strongly to a fixed point of T. □

Remark 4.7. The above theorem is also true when K is a compact subset of a
hyperbolic metric spaceM.
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