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COMPLETE CONVERGENCE OF MOVING-AVERAGE

PROCESSES UNDER NEGATIVE DEPENDENCE

SUB-GAUSSIAN ASSUMPTIONS

M. AMINI∗, H. R. NILI SANI AND A. BOZORGNIA

Communicated by Hamid Pezeshk

Abstract. The complete convergence is investigated for moving-
average processes of doubly infinite sequence of negative dependence
sub-Gaussian random variables with zero means, finite variances
and absolutely summable coefficients. As a corollary, the rate of
complete convergence is obtained under some suitable conditions
on the coefficients.

1. Introduction

Let {Yj ,−∞ < j <∞} be a doubly infinite sequence of independent
and identically distributed random variables with zero means and finite
variances, {cj ,−∞ < j < ∞} be an absolutely summable sequence of
real numbers and Xk =

∑∞
j=−∞ cj+kYj , k ≥ 1. Under some suitable con-

ditions on the coefficients, many scholars have been studied the limiting
behavior of moving-average process {Xk, k ≥ 1}. Among them, Li and
Zhang [16] proved the complete moment convergence of the sequence
{ 1
n1/p

∑n
k=1Xk, n ≥ 1} for all 1 ≤ p < 2, when {Yj ,−∞ < j < ∞}
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is a doubly infinite sequence of identically distributed negative associ-
ated random variables with zero means and finite variances. Chen et al.
([10], [11]) studied limiting behavior of moving average processes under
ρ-mixing and negatively association assumptions respectively. The case
of independent random variables dominated by random variable Y such
that E|Y |2p < ∞ for all 1 ≤ p < 2, Sadeghi and Bozorgnia [17] de-
rived complete convergence of the sequence { 1

n1/p

∑n
k=1Xk, n ≥ 1}. Li

[15] studied complete moment convergence of the sequence {Xk, k ≥ 1},
when {Yj ,−∞ < j < ∞} is a doubly infinite sequence of indepen-
dent and identically distributed (see also, Zhou [20], Sung [18], Baek et
al. [5], Yun–Xia [15], Kim and Ko [13] and Budsaba et al. [7]). Sub-
Gaussianity properties of random variables are important features, since
they allow us to drive results concerning, large deviations inequalities,
strong limit theorems of weighted sums and convergence of series of de-
pendence random variables ( see Antonini, et al.([3], [4]) and Amini et al.
([1], [2]). In this paper, we study the complete convergence of sequence
{ 1
np

∑n
k=1Xk, n ≥ 1} under some suitable conditions on the coefficients

{cj}, when {Yj ,−∞ < j <∞} is a doubly infinite sequence of negative
dependence sub-Gaussian random variables with τ(Yj) ≤ α (α is a con-

stant) for all j where τ(Yj) = inf{α ≥ 0 : E(etYj ) ≤ exp[α
2t2

2 ], t ∈ R} .
We also, extend Theorem 2 in Sadeghi and Bozorgnia [17] to the case of
negative dependence sub-Gaussian random variables and determine the
rate of complete convergence of moving-average processes under some
suitable conditions on the coefficients.

Definition 1.1. A symmetric random variable X is said to be sub-
Gaussian random variable, if there exists a nonnegative real number α
such that for each real number t,

EetX ≤ exp[
α2t2

2
].

The number τ(X), will be called the Gaussian standard of the random
variable X. It is evident that X will be a sub-Gaussian random variable
if and only if τ(X) <∞. Moreover, a sub-Gaussian random variable X
always satisfies the relations E(X2) ≤ τ2(X), E(X) = 0 and

P [|X| > ε] ≤ 2 exp[− ε2

2α2 ] for all ε > 0. If E(X2) = τ2(X), then X is
called strictly sub-Gaussian (see Buldying et al.[8] and Taylor and Hu
[19] for additional properties.)
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Definition 1.2. The random variables X1, · · · , Xn are said to be nega-
tive dependent (ND) if the following inequalities are hold:

P [
n⋂
j=1

(Xj ≤ xj)] ≤
n∏
j=1

P [Xj ≤ xj ] and P [
n⋂
j=1

(Xj > xj)]≤
n∏
j=1

P [Xj > xj ],

for all x1, · · · , xn ∈ R.
i) An infinite sequence {Xn , n ≥ 1} is said to be ND if every finite
subset is ND.
ii) The sequence {Xn , n ≥ 1} is said pair-wise negative dependent
(PND)if for all i 6= j. Xi and Xj are negative quadrant dependent(NQD),
that is for all real numbers x and y,

P (Xi ≤ x, Yj ≤ y) ≤ P (Xi ≤ x)P (Yj ≤ y).

Definition 1.3. (Hsu and Robbins [12]) The sequence {Xn, n ≥ 1} of
random variables converges to the constant a completely
(denoted limn→∞Xn = a completely), if for every ε > 0

∞∑
n=1

P [|Xn − a| > ε] <∞.

The following lemmas and corollary are important in the proof of our
main results.

Lemma 1.4. .(Bozorgnia et al. [6]). Let X1, · · · , Xn be ND nonnegative
random variables. Then, E[

∏n
j=1Xj ] ≤

∏n
j=1E[Xj ].

Lemma 1.5. (Burton and Dehling [9]) Let
∑∞

i=−∞ ci be an absolutely
convergent series of real numbers with c =

∑∞
i=−∞ ci, then for all k ≥ 1,

lim
n→∞

1

n

∞∑
i=−∞

| i+n∑
j=i+1

cj |

k

= |c|k.

Corollary 1.6. Under the assumptions of Lemma 1.5, if cj = 0, j < 0,
then we have

lim
n→∞

1

n

∞∑
i=0

 i+n∑
j=i+1

cj

2

= c2 and lim
n→∞

1

n

n∑
i=1

n−i∑
j=0

cj

2

= c2.
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2. Main results

In this section, we drive the complete convergence of the sequence
1

n1/p

∑n
k=1Xk for each p > 1/2, under negative dependence sub-Gaussian

assumption. Moreover, we obtain the rate of complete convergence un-
der suitable conditions on the sequence {cj}. Our main results is based
on the following lemma that allows us upper bounds for the Gaussian
standard of moving-average process {Xn, n ≥ 1} and

∑n
k=1Xk, where

Xn =
∑∞

j=−∞ cn+jYj , n ≥ 1.

Lemma 2.1. Let {Yj ,−∞ < j < ∞} be a doubly infinite sequence of
negative dependence sub-Gaussian random variables with τ(Yj) ≤ α for
all j, and {cj ,−∞ < j <∞} be an absolutely summable sequence of real
numbers. Then
i) The random variable Xn =

∑∞
j=−∞ cn+jYj , n ≥ 1 is sub-Gaussian

with

τ(Xn) ≤ 2α

√√√√ ∞∑
j=−∞

c2n+j .

ii) The random variable
∑n

k=1Xk, n ≥ 1 is sub-Gaussian with

τ(
∑n

k=1Xk) ≤ 2α
√∑∞

i=−∞ a
2
ni, where ani =

∑n+i
k=i+1 ck

iii) If cj = 0 for all j < 0, and Xn =
∑∞

j=0 cjYn−j. Then Xn is a

sub-Gaussian random variable with τ(Xn) ≤ 2α
√∑∞

i=0 c
2
j , n ≥ 1, and∑n

k=1Xk, n ≥ 1 is a sub-Gaussian random variable with

τ(
n∑
k=1

Xk) ≤ 2α

√√√√ ∞∑
i=0

a2ni +
n∑
i=1

b2ni,

where ani =
∑n+i

j=i+1 cj and bni =
∑n−i

j=0 cj.

Proof. i) For every m > n ≥ 1 we define

Xnm =
m∑
j=0

cn+jYj +
m∑
j=1

cn−jY−j = Wnm +Wnm.
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Applying Cauchy–Schwarz inequality and Lemma 1.4, for each real num-
ber t, we have

EetXnm = E[etWnm+tWnm ] ≤
√
Ee2tWnm .Ee2tWnm

≤

(
E exp(4t

∑
A+

cn+jYj)× E exp(4t
∑
A−

cn+jYj)

) 1
4

×

(
E exp(4t

∑
B+

cn−jY−j)× E exp(4t
∑
B−

cnjY−j)

) 1
4

≤

 ∏
j∈A+

E exp (4tcn+jYj)
∏
j∈A−

E exp (4tcn+jYj)

 1
4

×

 ∏
j∈B+

E exp (4tcn−jYj)
∏
j∈B−

E exp (4tcn−jYj)

 1
4

≤

exp(8t2α2
m∑
j=0

c2n+j + 8t2α2
m∑
j=1

c2n−j)

 1
4

≤ exp(2t2α2
∞∑
j=0

c2n+j + 2t2α2
∞∑
j=1

c2n−j)

= exp(2t2α2
∞∑

j=−∞
c2n+j)

where A+ = {j : cn+j ≥ 0}, B+ = {j : cn−j ≥ 0}, n ≥ 1 and A−, B−

are complement of A+ and B+ respectively. Now using Fatou’s Lemma
we obtain

EetXn ≤ exp(2t2α2
∞∑

j=−∞
c2n+j).

Therefore, Xn is a sub-Gaussian random variables with

τ(Xn) ≤ 2α
√∑∞

j=−∞ c
2
n+j . Similarly, we can prove part (ii).

iii) Applying Cauchy–Schwarz inequality, Property 1.4 (iii) in Bozorgnia
et al.[6] and Lemma 1.4, it can be verified that the random variable

Xn is a sub-Gaussian with τ(Xn) ≤ 2α
√∑∞

i=0 c
2
j . For sub-Gaussianity
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k=1Xk, we can write,

n∑
k=1

Xk =

n∑
k=1

∞∑
j=0

cjYk−j =

n∑
i=1

bniYi +

∞∑
i=0

aniY−i,

where ani =
∑n+i

j=i+1 cj and bni =
∑n−i

j=0 cj and for all m > n ≥ 1, and
so,

Xnm =

n∑
j=1

bnjYj +

m∑
j=0

anjY−j .

Now similar to the proof of part (i) for every real number t, we get

EetXnm ≤ exp(2t2α2{
m∑
i=0

a2ni +

n∑
j=1

b2nj})

≤ exp(2t2α2{
∞∑
i=0

a2ni +

n∑
j=1

b2nj}),

Therefore, Fatou’s Lemma implies that

EetXn ≤ exp(2t2α2{
∞∑
i=0

a2ni +
n∑
j=1

b2nj}).

This completes the proof. �

The following theorem is an extension of Theorem 2 in Sadeghi and
Bozorgnia [17].

Theorem 2.2. . Let {Yj ,−∞ < j < ∞} be a doubly infinite sequence
of negative dependent sub-Gaussian random variables with τ(Yj) ≤ α for
all integer index j and {cj} be an absolutely summable sequence of real
numbers such that

∑∞
j=−∞ cj = c. Then for all p > 1/2,

1

np

n∑
k=1

Xk → 0, completely, as n→∞,(2.1)

where Xk =
∑∞

j=−∞ cj+kYj , for all k ≥ 1. Moreover, if cj = 0, j < 0

and
∑∞

j=0 cj = c, then (2.1) holds.

Proof. We can write
n∑
k=1

Xk =

n∑
k=1

∞∑
i=−∞

ci+kYi =

∞∑
i=−∞

aniYi,
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where ani =
∑n+i

j=i+1 cj . Applying Lemmas 1.4 and 2.1 and the fact that∑n
k=1Xk is a sub-Gaussian random variable with

τ(
∑n

k=1Xk) ≤ 2α
√∑∞

i=−∞ a
2
ni, for all ε > 0, we obtain

P [|
n∑
k=1

Xk| > εnp] ≤ 2 exp(− ε2n2p

4α2
∑∞

i=−∞ a
2
ni

).

Now Corollary 1 implies that
∑∞

i=−∞ a
2
ni = O(n), therefore,

∞∑
n=1

P [|
n∑
k=1

Xk| > εnp] ≤
∞∑
n=1

2 exp(−ε
2n2p−1

4α2M
) <∞,

for all p > 1/2 and 0 < M <∞. Therefore, the proof is complete. �

In the following proposition, as an application of Theorem 2.2 we
construct the moving-average process {Xn, n ≥ 1} which is pair-wise
negative dependent and so (2.1) also holds for all p > 1

2 .

Proposition 2.3. . Let {Yj ,−∞ < j < ∞} be a sequence of i.i.d.
standard Gaussian with c0 = 1, cj = −βj, j ≥ 1, 0 < β < 1√

2
, and

Xn =
∑∞

j=0 cjYn−j, then for every p > 1/2

1

np

n∑
k=1

Xk → 0, completely as n→∞.

Proof. The random process {Xn , n ≥ 1} is a Gaussian stationary se-
quence with negative covariances given by

E(Xn.Xn+k) =

∞∑
j=0

cjcj+k = −βk(1−
∞∑
j=1

β2j)

= −β
k(1− 2β2)

1− β2
= γ(k) < 0.

The conditional distribution of Xn given Xn+k = y is normal with mean

−βky and variance (1−β2k)(1−2β2)
1−β2 . Hence this conditional distribution is

increasing in y, this implies that Xn and Xn+k are NQD (see Lehmann
[14]). Similarly we can show that the conditional distribution of Xn+k

given to Xn = x for all k ≥ 1 is increasing in x. Moreover the random
variable

∑n
k=1Xk =

∑∞
i=0 aniY−i +

∑n
i=1 bniYi is strictly sub-Gaussian
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with

τ2(
n∑
k=1

Xk) =
∞∑
i=0

a2ni +
n∑
i=1

b2ni,

where ani =
∑n+i

j=i+1 cj and bni =
∑n−i

j=0 cj . By our assumption we

obtain
∑∞

j=0 c
2
j = 1−2β2

1−β2 < ∞,
∑∞

j=0 cj = 1−2β
1−β = c < ∞ and applying

Corollary 1.6 we can show that,

∞∑
i=0

a2ni +
n∑
i=1

b2ni = O(n).

Thus for all ε > 0 and p > 1/2 we get

∞∑
n=1

P [|
n∑
k=1

Xk| > εnp] ≤
∞∑
n=1

2 exp(−ε
2n2p−1

2M1
) <∞,

this complete the proof. �

The next theorem gives us the rate of complete convergence of moving-
average process under some suitable conditions on the coefficients.

Theorem 2.4. Let {Yj ,−∞ < j <∞} be a doubly infinite sequence of
negative dependent sub-Gaussian random variables with τ(Yj) ≤ α for
all j and {cj ,−∞ < j <∞} be an absolutely summable sequence of real
numbers with

∑∞
j=−∞ cj = c. If p > 1/2, then for all β > 0 and ε > 0,

∞∑
n=1

nβP [|
n∑
k=1

Xk| > εnp] <∞,(2.2)

where Xk =
∑∞

j=−∞ cj+kYj for all k ≥ 1. Moreover, if cj = 0, j < 0 with∑∞
j=0 cj = c and p, β satisfy in the above conditions then, the statement

(2.2) is valid.

Proof. i) Applying Lemmas 1.4 ,2.1 and Theorem 2.2 we obtain

∞∑
n=1

nβP [|
n∑
k=1

Xk| > εnp] ≤ 2

∞∑
n=1

nβ exp(− ε2n2p

4α2
∑∞

i=−∞ a
2
ni

)

≤ 2

∞∑
n=1

nβ exp(−ε
2n2p−1

4α2M
) <∞.
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The last inequality holds because, for all p > 1/2 and β > 0 we have
∞∑
n=1

nβ exp(−ε
2n2p−1

4α2M
) <∞⇔

∫ ∞
1

xβ exp(−ε
2x2p−1

4α2M
)dx <∞,

this completes the proof. �

3. Conclusion

Let {Yj ,−∞ < j <∞} be a doubly infinite sequence of independent
sub-Gaussian random variables with τ(Yj) ≤ α for all j, then all of the
above theorems and lemmas are true in this case. Moreover if {Yj ,−∞ <
j < ∞} is a doubly infinite sequence of negative dependent random
variables dominated by Y such that Y is a sub-Gaussian random variable
with τ(Y ) ≤ α under suitable conditions on the sequence
{cj ,−∞ < j < ∞}, then our results are true. In particular, the results
of Sadeghi and Bozorgnia [17]] are valid in this case.

Acknowledgments

The authors would like to thank the referees for their careful reading of
the manuscript and for many valuable suggestions which improved the
presentation of the paper. This research was supported by a grant from
Ferdowsi University of Mashhad (No. MS88077AMI).

References

[1] M. Amini, H. Zarei and A. Bozorgnia, Some strong limit theorems of weighted
sums for ND generalized Gaussian random variables, Statist. Probab. Lett. 77
(2007) 1106–1110.

[2] M. Amini H. A. Azarnoosh and A. Bozorgnia, The strong law of large numbers
for ND generalized Gaussian random variables, Stoch. Anal. Appl. 22 (2004), no.
4, 893–901.

[3] R. G. Antonini, T. C. Hu and A. Volodin, On the concentration phenomenon for
ϕ-sub-Gaussian random elements, Statist. Probab. Lett. 76 (2006) 465–469.

[4] R. G. Antonini, Y. Kozachenko, and A. Volodin, Convergence of series of depen-
dent ϕ-sub-Gaussian random variables, J. Math. Anal. Appl. 338 (2008) 1188–
1203.

[5] J. Baek, I. B. Choi and S. L. Niu, On the complete convergence of weighted sums
for arrays of negatively associated variables, J. Korean Statist. Soc. 37 (2008),
no. 1, 73–80

[6] A. Bozorgnia, R. F. Patterson and R. L. Taylor, Limit theorems for ND random
variables, World Congress Nonlinear Analysis, 92 (1996) 1639–1650.



852 Amini, Nili Sani and Bozorgnia

[7] K. Budsaba, P. Chen and A. Volodin, Limiting behavior of moving average pro-
cesses based on a sequence of ρ− mixing random variables, Thail. Stat. 5 (2007)
69–80.

[8] V. V. Buldygin and Yu. V. Kozachenko, Sub-Gaussian random variables, Ukrain.
Math. Zh. 32 (1980) 723–730.

[9] R. M. Burton and H. Dehling, Large deviations for some weakly dependent
random process, Statist. Probab. Lett. 9 (1990) 397–401.

[10] P. Chen, T. C. Hu and A. Volodin, Limiting behaviour of moving average pro-
cesses under ϕ-mixing assumption, Statist. Probab. Lett. 79 (2009) 105–111.

[11] P. Chen, T. C. Hu and A. Volodin, Limiting behaviour of moving average
processes under negative association assumption, Theor. Probability and Math.
Statist. 77 (2008) 165–176.

[12] P. L. Hsu and H. Robbins, Complete convergence and the law of large numbers,
Proc. Nat. Acad. Sci. 33 (1947) 25–31.

[13] T. S. Kim and M. H. Ko, Complete moment convergence of moving average
processes under dependence assumptions, Statist. Probab. Lett. 78 (2008) 839–
846.

[14] E. L. Lehmann, Some concepts of dependence, Ann. Math. Statist. 37 (1966)
1137–1153.

[15] Y. X. Li, Precise asymptotics in complete moment convergence of moving-average
processes, Statist. Probab. Lett. 76 (2006), no. 13, 1305–1315.

[16] Yun-Xia, Li and L. X. Zhang, Complete moment convergence of moving-average
processes under dependence assumptions, Statist. Probab. Lett. 70 (2004), no. 3,
191–197.

[17] H. Sadeghi and A. Bozorgnia, Moving-average and complete convergence, Bull.
Iranian Math. Soc. 20 (1994), no. 1, 37–42.

[18] S. H. Sung, A note on the complete convergence of moving average processes,
Statist. Probab. Lett. 79 (2009), no. 11, 1387–1390.

[19] R. L. Taylor and T. C. Hu, Sub-Gaussian techniques in proving strong law of
large numbers, Amer. Math. Monthly 94 (1987), no. 3, 295–299.

[20] X. Zhou, Complete moment convergence of moving average processes under φ-
mixing assumptions, Statist. Probab. Lett. 80 (2010), no. 5-6, 285–292.

Mohammad Amini and Abolghasem Bozorgnia

Department of Statistics, Ordered and Spatial Data Center of Excellence, Faculty

of Mathematical Sciences, Ferdowsi University of Mashhad, P.O. Box 91775-1159,

Mashhad, Iran

Email: m-amini@um.ac.ir and bozorgnia@um.ac.ir

Hamid Reza Nili Sani

Department of Statistics, Faculty of Sciences, University of Birjand, P.O. Box 91775-

1159, Birjand, Iran

Email: nilisani@yahoo.com


	1. Introduction
	2. Main results
	3. Conclusion
	References

