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SYMMETRIC CURVATURE TENSOR

A. HEYDARTI*, N. BOROOJERDIAN AND E. PEYGHAN

Communicated by Jost-Hinrich Eschenburg

ABSTRACT. Recently, we have used the symmetric bracket of vec-
tor fields, and developed the notion of the symmetric derivation.
Using this machinery, we have defined the concept of symmetric
curvature. This concept is natural and is related to the notions
divergence and Laplacian of vector fields. This concept is also re-
lated to the derivations on the algebra of symmetric forms which
has been discussed by the authors. We introduce a new class of
geometric vector fields and prove some basic facts about them. We
call these vector fields affinewise. By contraction of the symmetric
curvature, we define two new curvatures which have direct relations
to the notions of divergence, Laplacian, and the Ricci tensor.

1. Introduction

Symmetric and alternating tensors are in parallel, and have essential
roles in differential geometry. For instance, the symmetric bracket was
introduced and named symmetric product by Crouch [1]. It also arises
in the work of Lewis and Murray [5] on a class of mechanical control
systems. Alternating tensors have a well developed theory and most of
the theorems in geometry can be stated in the language of differential
forms. In [1], by definition of a whole string of new geometric concepts,
such as derivations of symmetric forms, the symmetric Lie derivative, the
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symmetric differential of symmetric forms and the Frolicher-Nijenhuis
bracket of symmetric forms, we have developed a convenient calculus
for symmetric tensors in parallel to the calculus of differential forms.

The curvature of a connection is a well developed notion and depends
on the calculus of differential forms. Now, using the calculus of symmet-
ric tensors, it is natural to define a similar concept of curvature which
we call “symmetric curvature”.

This concept is associated with the notions of “divergence” and “Lapla-
cian” of vector fields. These notions are also related to the derivations
on the algebra of symmetric forms which have been discussed in [1].

Furthermore, we define a new type of vector fields, the so-called
affinewise vector fields, and show that if the value of any affinewise
vector filed in a point and its covariant derivatives in any direction at
the point are given, then it is determined everywhere.

Next, by contraction of the symmetric curvature, we define the form
curvature and the vector curvature along a vector field which have direct
relations to the notions of divergence, Laplacian, and the Ricci tensor.

Using these new concepts, we give interesting characterizations of
the harmonic vector fields, Killing vector fields, affine vector fields and
geodesic vector fields.

2. Symmetric Forms and Associated Concepts

In this section, we define the k-symmetric forms, k-symmetric forms
with values in a vector bundle, the insertion operator and other related
concepts.

Let M be a C* manifold and T'M be its tangent bundle. Let also
\/k (T'M)* be the vector bundle of symmetric covariant tensors of degree
k over M. The sections of \/*(T'M)* are called k-symmetric forms and
they span a space denoted by S¥(M). The set of all symmetric forms,
ie., S(M) =P~ Sk(M), with the symmetric product V given by

(wVn)(X1,..., Xpp) =

1
m Z w(XO'(l)7 s 7Xo(k))n(Xa(k+1)7 s 7Xa(k+l))v
065k+1
where, w € S¥(M),n € SY (M), is a graded algebra.
If F is a vector bundle on M, then the sections of the vector bundle
\VH(TM)* @ E are called k-symmetric forms with values in E and are
denoted by S*(M, E). The set of all symmetric forms with values in E,
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ie., S(M,E) := @,~, S*(M, E), with the symmetric product V defined
above, in which w € S¥(M) and n € SY(M,E), is a (graded) S(M)-
module.

Let U € X(M), where X(M) is the space of vector fields on M. The
insertion operator iry : S*(M) — S*~1(M) is a linear map given by

z'Uw(Xl, e ,Xk:—l) == w(U, Xl, e ,Xk_l),
where, w € S¥(M) and X1,..., X1 € XX (M).

This operator can be defined on vector valued symmetric forms as
follows:

w®(X1, . Xp1) = O(U, X1, ., Xp_1),
where, ® € S*(M,E) and X1,..., Xp_1 € X(M).

For any decomposable vector valued symmetric form w®X € S¥(M, E),
we have

iU(w X X) = (iUw) ® X.

A linear map D : S(M) — S(M) is said to be of degree k, if
D(SY(M)) c S*(M), and D is said to be a derivation of degree k,
if furthermore,

D(wVn)=DwVn+wV Dn,

for any w,n € S(M).

Let Deri(S(M)) be the linear space of all derivations of degree k
and let Der(S(M)) := @>o Derr(S(M)). A derivation D is called
algebraic, if D|go(pp = 0. -

If D; and D, are derivations of degrees k and [, respectively, then
[D1, D3] := D10 Dg— Dyo D is a derivation of degree k+1. A derivation
is completely determined by its effect on SO(M) = C°°(M) and S*(M).

Definition 2.1. For any ® € S¥1(M,TM), the insertion operator is
the linear map i(®) : SH (M) — SKT(M), defined by

(((P)w) (X1, .oy Xpyr) =
1

m Z w((I)(Xa(l)a s 7ch(k+1))7 Xa(k+2)v s 7Xo(k+l))7

where, 1 > 1, and i(®)f =0, for any f € C°(M).

UESk+l
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We note that i(®)w = w o @, for any w € ST(M). Hence, if i(®) = 0,
then ® = 0. It is not difficult to show that for n ® U € S¥*1(M, TM)
and w € SY(M), we have

ime@U)w=nVigw.

Hence, i(®) (for ® € S¥(M,TM)) is a derivation of degree k — 1 on
S(M). Moreover, every algebraic derivation of degree k on S(M) is an
insertion of a unique T'M-valued (k + 1)-symmetric form [4].

Let V be a torsion-free connection on M. Since 2V xY is a bilinear
map with respect to vector fields X and Y, it can be written as the sum
of its symmetric and antisymmetric parts as follows:

2VxY = (ny-l-VYX) + (V)(Y — VyX) =VxY +Vy X+ [X,Y}.

The symmetric bracket of the two vector fields X and Y on M is denoted
by [X,Y]® and is defined as follows:

[X,Y]* = VxY + Vy X.
Note that for X, Y € X(M) and f € C*°(M), we have
XY = fIX Y+ Y ()X

Definition 2.2. Let V be a linear connection on M. A wvector field X
1s called a geodesic vector field if its integral curves are geodesics.

Locally, geodesic vector fields exist on any manifold. In fact, for every
point p € M and v € T,,M, there exists a local geodesic vector field X
that is defined on a neighborhood of p in which X, = v.

A vector field X is a geodesic field if and only if [X, X]°* = 2V x X = 0.
For example, geodesic vector fields on R™ are constant vector fields. On
a Lie group with the connection VxY = %[X , Y] for left-invariant vector
fields X and Y, the left-invariant vector fields are geodesic vector fields.

The symmetric Lie derivative along a vector field X is the linear map
L% : X(M) — X(M), defined by LY = [X,Y]*. For f € C*(M),
we SHM), and X1,..., X} € X(M), we set

k
(L5w) (X1, Xi) = Xw(Xy, ., Xp) = ) w(Xa, . L5 X, ., X,
i=1
and L% f = X(f). Then, it is obvious that L% € Dery(S(M)).
Proposition 2.3. [1] Let Lx and L% be respectively the Lie derivative

and the symmetric Lie derivative along the vector field X with respect
to a connection V on M. Then, 2V x = Lx + L%.
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Let V be a torsion free connection on M. The symmetric differential
is the derivation d® : S(M) — S(M) of degree 1, defined by

k+1
(Bw)(X1, .. 1) =Y Xew(Xn, .o Xy, X)) —
=1

ZW([Xian]Slea cee 7Xi> cee 7Xj> s 7Xk’+1)7

1<j

and d*f = df, where, f € C®°(M), w € S¥(M) and Xi,..., Xp41 €
From the above definition, we deduce the following results.

Lemma 2.4. [1] Let d® be the symmetric differential of a torsion free
connection V. Suppose that w € S¥(M) and X1, ooy X1 € X(M). Let
{E;} be a local basis of vector fields and {w'}?_, be its dual basis.
Then,

(i) (Fw)(X1, ..., Xer1) = i (Va,w) (X1, Xy, Xrn),
(i) d*w=> ", w'VVguw.

The following results were proved in [1].

1) If (M, g) is a Riemannian manifold with the Levi-Civita connection
V, then 1-form w is Killing if and only if d*w = 0 (w is Killing if the
vector field wf is Killing, where g(w#, X) = w(X)).

2) If V and V are two torsion-free connections with symmetric dif-
ferentials d* and d®, respectively, and V = V + ®, for & € S*(M,TM),
then d* = d* — 2i(®).

3) If V is a torsion-free connection on M with the symmetric differ-
ential d° and X is a vector field, then on the algebra of the symmetric
forms S(M), we have [ix,d®] = L%.

Now, we give the following theorem and corollaries for d®.

Theorem 2.5. Let w be a 1-form on M. Then, d°w = 0 if and only if,
for all geodesic o, w(/(t)) is constant.

Proof. Let d°w = 0. If « is an integral curve of geodesic vector field U,
then we obtain:

0 =d*w(d,d) = d&°w(U,U) = 20.w(U) — w([U, U)*)

/ N d /
=2U0.w(U) =20/ .w(a') = 2£w(a ).
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Conversely, let p € M, v € T,M and o be a geodesic on M such that
a(0) = p, &/(0) = v. Then, we have

(d*w)p(v,v) = 2U0.w(U) — w([U,U]°) = (2a/(t).w(/(t)))]t=0 = O.
U

Corollary 2.6. Let f € C®°(M) be a function. Then, d*(d°f) = 0 if
and only if, for all geodesic v, we have f(a(t)) = at + b.

Proof. From the above theorem, d*(d®f) = 0, if and only if, for all
geodesic a, we have (d°f)(d/(t)) = a, where a is constant. Also, we have
(d*f)(/(t)) = (f o) (t). Hence, there exists a constant b such that
f(a(t)) =at + 0. O

The following corollary is also deduced from Theorem 2.5.

Corollary 2.7. A vector field X on a manifold M is Killing if and only
if, for all geodesic o, < X,/ (t) > is constant.

By considering a fixed connection on M, we can define the symmetric
Lie derivative, along a T M-valued symmetric form, as follows:

LY = [ig,d*], V& e S(M,TM).

In [1], we proved that if n ® X is a decomposable symmetric form and
w € S(M), then

Ligxw=nV Lyw —d°nVixw.

Theorem 2.8. [1] Let V be a torsion-free connection on M. Every
derivation D € Deri(S(M)) can be uniquely written in the form D =
i(®)+ L3, for some ® € S*THM, TM) and ¥ € S¥(M,TM). Moreover,
U is independent of V.

It is not difficult to show that D is algebraic if and only if ¥ = 0 and
D = d° if and only if ¥ = 17y and ® = 0 (see [1]).

Let ® € S¥(M,TM) and ¥ € S'(M,TM) be two symmetric forms.
Then, [L§, L§] is a derivation of degree k + [ on S(M). By Theorem
2.8, there exist a unique © € S*(M,TM) and Q € SFH1 (M, TM)
such that [L§, Ly] = i(Q2) + L. We define that the Frolicher-Nijenhuis
bracket of ® and V¥ is equal to © and we denote it by [®, ¥].

From the above definition, we have the following proposition.
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Proposition 2.9. [1] Let ® = ¢®X and ¥ = ¢YRY be two decomposable
symmetric forms. Then,

PO X, Y @Y]=9pVY @ [X, Y]+ ¢V (Lx))®Y — (Lyd) Vi @ X—
oVixp Y +d*Y Viyp @ X.

3. Main results

Let E be a vector bundle with the connection V over M and V be
a torsion-free linear connection on M. For every section Z € I'(E), the
bilinear map

VVZ:X(M)x X(M) — I'(E),
defined by
VVZ(X,Y)=VxVyZ -Vg yZ

can be written as the sum of its symmetric and antisymmetric parts as
follows:

VVZ(X,Y) = %(VXVYZ +VyVxZ =VowZ = Vo, x2)+
%(VXVYZ ~VyVxZ - Vg, vZ+Vg,xZ)
= %(VXVyZ +VyVxZ —Vixy}s Z)+
%(vxvyz ~ VyVxZ = Vixy2).

The last term in the parentheses is the antisymmetric part of VVZ
and is the curvature of V, which is denoted by R(X,Y)Z. The first
expression is the symmetric part of VVZ and we call it the symmetric
curvature of V and denote it by R (X,Y). So,

R (X,Y)=VxVyZ +VyVxZ —Vixy}sZ.

Note that R%(X,Y") is not tensorial in argument Z, but it is tensorial
and symmetric in two arguments X,Y. Moreover, R does not depend
on the choice of V, but R® does.

Remark 3.1. The concept of symmetric curvature tensor is used already
in mathematics, but with a completely different meaning than is given
here.
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Let V be a connection on E, and V be a torsion-free linear connec-
tion on M. We define the symmetric differential d* : S*(M,E) —
S¥(M, E) by

(@) (X1, ., Xp1) =DV, ®(X1,. o, Xy, Xpeyr)—

> (X, X% Xy Xy, Xy Xeg),
1<J
and (d°Z)(X) =VxZ, Z e TE, X € X(M). Note that this definition

is well defined and d® depends on the two connections V and V. Now,
let X and Y be two vector fields on M and Z be a section of E. Then,

(d* o0 d*Z)(X,Y) = Ry(X,Y).

Hence, d® o d°Z = 0 if and only if R}, = 0.

As was mentioned before, for every vector fields X and Y on M, the
derivation [L%, L3/| is of degree 0, and by Theorem 2.8, it can be written
in the form of L, +i(®), for some ® € SY(M,TM) and ¥ € S°(M,TM).
We show that

L3, L] = Lixy; +i2VIX, Y] = ROX,Y) + Ry (,Y) - Ry (X, ).
Let f € C%®°(M), w € SY(M), and U € X(M), then
(L, Ly](f) = LXY (f) = Ly X(f) = XY (f) = Y X(f) = Lix y(f)-
For w € S1(M), we have
([L, Ly Jw)(U) = (L o Lyw)(U) — (L3 o Lxw)(U)
= X(Y(wU)) = X(«([Y,U])) = Y (w([X,U]"))
+o([Y, [X, UPP) = V(X (w(U)) + Y(w([X, UF)) +
X(w([Y,UF)) —w(X, [\, U]])
= [XY](w(U)) + w(VyVXU — VxVyU+ VyVyX

—VxVyY + V[X,U}SY — V[Y’U}SX)

On the other hand,
(Lixy) +i@2VIX,Y] = R(X,)Y) + R (-,Y) = Ry (X,-)))w)(U) =
X, Y](@(0)) — w([[X, Y], UF) + w(2V0(X, Y]) - w(R(X,Y)U
“RY(U,Y) + Ry (X,0)) = [X, Y](@(U)) + w(Vy VxU — VxVyU
+VyVyX —VxVyY + V[X’U}SY — V[Y’U]SX).
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We now state and prove the following theorem.

Theorem 3.2. Let ® = ¢ @ X and ¥V = ¢ ® Y be two decomposable
symmetric forms. Then, [L§, Lg] = Lig v + i(€2), where,
Q=¢ViVv(Q2V[X,Y] - R(X,Y)+ Rx(-,Y) - Ry (X, )+
2°pV ) @VxY =20V d°Yp @ Vy X — oV [L,d°|Yp @ Y+
YV I[Ly,d°lp @ X + d°d°pVixp @Y — d°d°¢Y Viyo @ X.
Proof. Let w be a 1-form. Then, we have
(L, Ly] = Lg)w = Lygx (Lygyw) — Lijgy (Ligxw) — Low
= Ligx (Y V Lyw — d°P Viyw)—
Lygy(®V Lyw — d°¢ Vixw) — Lw.
Using the definition of L§w and the above relation, we conclude that:
(L, Ly] — Lg)w =
oV L (Y V Lyw —d°Y Viyw) —d’¢ Vix (Y V Lyw — d*yY V iyw)—
YV Ly (¢ V Lxw —d°¢ Vixw) +d*Y Viy(¢pV Lyw — d°¢ Vixw)—
(¢ ViV Lfij]w —d°oV Vv ’L'[X7y]w —oVd®pVv Z'[X7y]W+
OV LxYV Lyw —d°¢V L Viyw — ¢ VA LYV iyw—
SOVYV Lyw+ d°(L5¢) VY Vixw + L3¢V d*) Vixw—
CoVixpV Lyw+ d°d°p Vixy Viyw + d°¢ V d’ixy Viyw+
d*YViyoV Lyw — d°d*Y Viyo Vixw — d°Y V d’iy ¢ V ’in)
=i(Qw.
O
Definition 3.3. A section Z € I'E is called affinewise, if its symmetric

curvature tensor vanishes, i.e., R, = 0. In particular, affinewise section
of E =TM is called an affinewise vector field.

The set of affinewise sections is a linear subspace of I'E. In particular,
the zero section is an affinewise. We now state three examples of the
affinwise sections.

Example 3.4. Let Z be a parallel section of the vector bundle E. Since
for every vector field V, VyZ = 0, we find R}, = 0, thus all parallel

sections are affinewise.
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Example 3.5. Consider a trivial vector bundle F = R™ x V with the
trivial connection on it and trivial connection on R™. A section of F is
a smooth map Z : R" — V. By a routine calculation, we find R}, =0
if and only if Z is an affine map. So, the affinewise sections of F are
the same as the affine maps.

Example 3.6. For a manifold M with connection V, consider a trivial
line bundle F = M x R with the trivial connection on it. Sections of
F are smooth functions f : M — R. Since, R} = d’(d°f), then f is
affinewise if and only if d*(d°f) = 0.

For geodesic vector fields, we have a relation for computing the sym-
metric curvature. If X is a geodesic vector field on M, then for any
section Z of E, we have

RY(X,X) =2VxVxZ.

In the remainder of our work, let I be an interval containing 0. For
any curve v : I — M we denote the parallel translation along v by
P.. For every £ € E. g and t € I, (P,£)(t) is the parallel transport of &
along v to E ;) M.

Lemma 3.7. Let Z be an affinewise section of E. Assume that 7y :
I — M is a geodesic of V such that v(0) = p and v'(0) = v. Then, for
every q = y(tg), we have

Zy = (Py(Zy + 1oV Z)) (t0).-
(

Proof. Define the curve h : I — Ej, by (Pyh(t))(t) = Z,4). Note

that h is a smooth map and (P,h/(t ))( ) = V1) Z. By repeating this

procedure, we find (P,h"(t))(t) = V)V Z. If X is a local geodesic
vector field such that X, = ~/(0), then

0=R;(+'),7() =2(VxVxZ)y1) = 2(Vyr () Vo Z) = 2(Py 1" () (1)

So, for every t € I, h”(t) = 0. This means that h(t) = at + b, in which
a=1(0) = V,Z and b = h(0) = Z,. So,

Zg = (By(Zp + 1oV Z))(to)-
U]

Conversely, every section of E with the above property is an affinewise
section.
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Lemma 3.8. Let Z and Z' be two affinewise sections of E such that,
for somepe M, Z, = Z]’J, and for allv € Ty,M, V,Z =V,Z". If V is a
convex open neighborhood of o € T,M such that the map exp is defined
on it, then Z = Z' on exp(V).

Proof. Let q be a point of exp(V). For some v € T,M, we can define
the geodesic y(t) = exp(tv). We have v(0) = p and +/(0) = v, and for
some tg, Y(to) = ¢ . From Lemma 3.7, we have

Zy = (By(Zp + 60 2))(b0), 7= (By(Z) + 1oV ) (to).
Since Z, = Z}, and V,Z = V,Z’, we obtain Z, = Z,. O

Lemma 3.9. Let V be a connection on M. Given p € M, there ex-
ists an open neighborhood U of p such that for oll ¢ € U, there exists
an open neighborhood Wy, C T,M of 0 € T,M such that exp |Wq s a

diffeomorphism and p € exp(W,).

Proof. This lemma is a standard one. We only give a sketch of the
proof. Let an open set T'M of TM be the domain of exp. Define the
map F': TM — M x M by

F(v) = ((v), exp(v)).
We know that (F})o, is an isomorphism. From the inverse map theorem,
the proof can be completed. ]

Theorem 3.10. Let Z be an affinewise section of E. If M is connected
and, for some p € M, Z,, and for every v € T,M, the V,Z are given,
then Z is determined everywhere on M.

Proof. Suppose that Z’ is another affinewise vector field, such that ZI’) =
Z, and, for all v € T,M, V,Z' = V,Z. We must prove that Z' = Z.

Let B={xeM|Z,=2Z,, YweT,MV,Z=V,Z'}. Since p € B,
then B is non-empty. We show that B is open and closed.

Suppose that x € B. There exists an open convex neighborhood V' of
o € T, M such that exp is a diffeomorphism on it. The set U = exp(V)
is an open set of M and by Lemma 3.8, Z = Z’ on U. Since U is open,
for all ¢ € U, and v € T, M, we have V,Z = V,Z'. Thus, U C B, i.e.,
B is open.

Let x be a limit point of B. Consider the open neighborhood U of
x in Lemma 3.9. Since x is a limit point of B, there exists a point ¢
in BNU. Let W, be the open neighborhood of T;M such that exp
is a diffeomorphism and = € exp(W;). From Lemma 3.8, Z = Z’ on
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U = exp(W,). Since U is open and x € U, for all € T, M, we have
VoZ =VyZ'. Thus, z € B, i.e., B is closed.

Therefore, B is a non-empty open and closed subset of M and since
M is connected, then we have B = M and Z = Z'. O

Corollary 3.11. If M is connected, then the set of all affinewise sec-
tions of E is a linear subspace of U'E of dimension less than or equal to
m —+m - n, where, n =dim M and m = rankFE.

Proposition 3.12. Suppose E is a Riemannian vector bundle and V
is a Riemannian connection, and M 1is geodesically complete. If Z is a
bounded affinewise section of E, then Z is parallel, and so its length is
constant.

Proof. Let p be a point of M and v € T, M. Suppose v : R — M is the
geodesic of M with v(0) = p and 9/(0) = v. From Lemma 3.7, we have
Zywy = (Py(Zp +tV,2))(t).

Since P, is an isometry, we have
IV ZIl = 1 Zpll < M1Zp + tVuZ| = [[(By(Zp + Vo 2)) ()| = [ 20l

If V,Z # 0, then the left hand side of the above inequality tends to
infinity, as t — oco. This is in contradiction with the boundedness of Z.
Hence, V,Z =0, i.e., Z is parallel. O

Corollary 3.13. On compact Riemannian manifolds, only parallel vec-
tor fields are affinewise.

Corollary 3.14. For the sphere S™ of dimension n > 2, there is no
non-zero affinewise vector field.

Proposition 3.15. For the sphere S, there is no non-zero affinewise
local vector field.

Proof. Suppose that Z be a non-zero affinewise local vector field on S?,
defined on an open set U. Let p = (0,0,1) be the north pole of S2.
By rotation and multiplication to a scalar, we can assume p € U and
Z, = (1,0,0). Let (¢,0) be the sphere coordinate on S? , 0 < ¢ < ,
0 < 6 < 27. Hence, we have

0 0 0
o f:O,Va f:V8—:Cot
96 0¢ 96 00 50 0¢
Let Z = Zla% + ZQ%. Then the condition R7, = 0 is satisfied if and
only if

o o 1 0
v Gy V g 5o = —=sin20—.
06 " 900~ 2 ¢
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(3.1) a;il = 0,
(3.2) a;f;+2aaz(;cot¢—22 = 0,
(3.3) (?;‘)Z; — Z1 cos? ¢ — 88292 sin2¢ = 0,
(3.4) 286291 cot ¢ — Z2 cos? ¢ + 8;9222 = 0,
(3.5) 2;1?; — aan; sin 2¢) — %ZQ sin2¢ — Z%cos® ¢ = 0,
(3.6) 222?2 + 28;; cotp — Z1 + 268Z92 cotép = 0.

Let ¢ be a point of U distinct from p, and its coordinate be (¢, 6).
Then, the geodesic joining p and ¢ are given by
~v(t) = (sintcosf,sintsinf,cost), where, ¥(0) = p , v(p) = ¢. For
v € T,S% put L(v) = V,Z. Then, by Lemma 3.4, we have

Zg = (Py(Zp + oL(v'(0))))(¢p)-
Suppose that the matrix L in the basis {e; = (1,0,0),e2 = (0,1,0)}

of Tp52 is:
a b
= (1)
Then, by simple calculations, we get

Z' =14 p(acos® @ + dsin® 6 + (b + ¢) sin 6 cos §),
1
7% = — ¢(sin9 + p(ccos? O — bsin? @ + (d — a) sin  cos 6)).
sin
It is easy to see that these functions do not satisfy the equations (1)-(6).
For example, consider equation (6). By calculation, for arbitrary ¢ and
0 = 75, we obtain:
2dcos ¢ —sin¢p — dgsing + 2a — 2d
sin ¢ N
But, for the above equation, we can consider two cases: for a = 0, if
¢ — 0, then the left hand side tends to —1 and in the case a # 0, if

¢ — 0, then the left hand side tends to infinity. Thus, in both cases, we
have a contradiction. O

0.
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Note. By the same argument, it follows that, there are no local affinewise
vector fields on the n-dimensional sphere S™, with n > 2.

Lemma 3.16. Let E be a Riemannian vector bundle, and Z be an
affinewise section of E. If ||Z|| is constant on an open set U, then Z is
parallel on U.

Proof. Suppose p € U and v € T, M, for the geodesic v : I — U, which
satisfies 7(0) = p and 7/(0) = v. We have Z, ;) = (P,(Z, +tV,2))(t).

Since P, is an isometry, we have
Vtel |[Zp| =12y = [[(Py(Zp + 1V 2)) ()| = | Zp + tV o Z].

So,

2|V 2|+ 2tZ, - Vo Z = 0.
If V,Z # 0, this equation can not hold for all t € I. Therefore, V,Z =
0. O

Lemma 3.17. Suppose E is a Riemannian vector bundle and V is a
Riemannian connection. If Z is an affinewise section of E and, for
some point p € M, for all v € TyM, V,Z = 0, then for every open
set W C T,M, where, 0, € W and exp is a diffeomorphism on it, Z is
parallel on exp(W).

Proof. For every q € exp(W), there exists a geodesic v : I — M such
that v(tg) = q. Consequently,

HZqH = ”PW(ZP +tva)H = H]P)’YZPH = HZPH'

So, Z has constant length on exp(WW), and by Lemma 3.16, Z is parallel
on exp(W). O

Theorem 3.18. Let E be a Riemannian vector bundle, V be a Rie-
mannian connection, and M be connected. Let Z be a section of E. If
for some p € M, for allv € T,M, V,Z =0, then Z is parallel.

Proof. Define
B={¢eM|YVveTM V,Z =0}

By assumption, p € B, and so B is non-empty. By Lemma 3.8, B is
open. Let ¢ be a limit point of B. By Lemma 3.8, we consider an
open neighborhood U of ¢ in such a way that, for all ¢ € U, there
exists an open set W C Ty M, with 0 € W, and exp : W — exp(W)
is diffeomorphism and ¢ € exp(W). Since U N B # ¢, we can choose
¢ € UN B. By Lemma 3.17, Z is parallel on exp(WW), and so for every
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veTyM,V,Z =0, q € B. Hence, B is an open and closed non-empty
subset of connected space M, and thus B = M and Z is parallel. O

Corollary 3.19. Let M be a connected manifold and f € C°(M). If
d*(d°f) =0 and df is zero in some point of M, then f is constant.

Proof. Consider the trivial bundle E = M x R. If d*(d®*f) = 0, then f
is an affinewise section of E that satisfies conditions of Theorem 3.18.
Therefore, f is a parallel section, i.e., Vf = df = 0. Consequently, f is
constant. O

Theorem 3.20. Let (M, g) be a Riemannain manifold. If d*(d°f) =0
f is not a constant function and M is connected, then for every c €
f(M), f~c) is a flat submanifold, i.e., the second fundamental form
of f~Y(c) vanishes.

Proof. Since f is a non-constant function and d*(d®f) = 0, it is easy to
see that the rank of f is 1. Therefore, for all constant ¢ € f(M), f~1(c)
is the submanifold of M. Assumety € I, p € f~(c)and a: I — M be
a geodesic such that a(tg) = p and /(o) € Tpf!(c). From Corollary
2.6, we have
fla(t)) =at+b Vtel,

where, a = df (a/(t)). From the above equation, it is not difficult to show
that a = 0 and f(a(t)) = b, for all t € I. Since a(ty) = p € f~1(c), then
f(a(tp)) = c. Hence, we have

b= f(a(ty)) =c.
Consequently, f(a(t)) =¢, forall t € I, i.e., a(t) € f~1(c). O
Let V be a connection on a manifold M. An affine vector field on M
is a vector field X such that for all vector fields Y and Z, we have
Lx(VyZ)=Vi.wZ+VyLxZ.
Proposition 3.21. Let V be a connection on a manifold M. If X s

an affine vector field and Z is an affinewise vector field, then [X, Z] is
an affinewise vector field.

Proof. Simple calculations show that for arbitrary vector fields Y, Z,
and W, we have

Lx(Rz(Y,W)) = Ry, (Y, W) + Rz(LxY, W) + RZ(Y, LxW).

Now, in the above equality, if Z is affinewise, then we find R} (Y, W) =
0. Hence, [X, Z] is affinewise. O
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Affine and affinewise vector fields are two distinct concepts. An
affinewise vector field is not necessarily an affine vector field. For ex-
ample, in R™, the vector field Z, = (q,2q) is affinewise, but it is not an
affine vector field. On S™, with n > 2, there exists no nonzero affinewise
vector field, but there exist nonzero Killing vector fields which are affine.

By contracting symmetric curvature, we can find new curvatures.
This contraction can be done in two ways.

Definition 3.22. Let {E;} be a basis of local vector fields on M with
the dual basis {w'}. For every vector field Z, we assign a 1-form wz as
follows, calling it the form curvature along Z,

wz(X) = Zwi(RSZ(Ei,X)).

)

For example, if Z is a vector field on R™, then wy; = 2d(Div(Z)).

Theorem 3.23. Let Z be a wvector field on a Riemannian manifold
(M, g). Then, we have

wz = 2d(Div(Z)) + Ric(., Z).

Proof. Let {E;} be a basis of locally vector field with dual {w’} and
[EZ', Ej] = 0. Then,

d(DivZ)(E) = Ei(Div(Z)) = E(w'(VE Z))
= (Vew) (Vg Z) +w' (Vg VEZ).
On the other hand, we have
Ric(E;, Z) = W' (R(E;, E))Z) = w'(VEVEZ —~VEVEZ)
=w (Vg VEZ) —w(VEVEZ).

So,

2d(Div(Z))(E;) + Ric(E}, Z) =

2(Vgw') (Ve Z) +w'(VEVEZ) +w (VEVEZ).

Now,

wz(Ey) = w'(RY(E, E)) = w' (VEVEZ+VEVEZ -V pp2)
Since [E;, Ej] = 0, we have [E;, Ej]° = 2V, E;. Therefore,

wz(E) = w' (Vg VEZ) +w' (Ve VEZ) — 20wV Z).

Vi, B
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To complete the proof, we must prove the following equality:
wi(VvElEiZ) = —(Vew)(VEgZ).
Let Z = ZFE},. Hence,
w'(V Z) = w'(V ZFEy) = WiV, . ZFEy)
= Wi( zlEr(Zk)Ek + 2" al i Es)
=THE(Z") + 2Ty,
Now, compute the right hand side of the equality:
(Vew)(VEZ) = E(w' (Ve ZEy)) — W' (Ve VE Z Ey)
= E(w'(E;(ZF)Ey, + Z'T,Ey))
— W (Vg (Ei(Z")E) + Vi (2T}, E,))
= B(Ei{(Z))) + E(2Z"T},;) — B(E(Z"))
— Ei(Z")Ty — Ei(Z'T},) — Z°TTy,
= T Ei(Z") - Z'T),1,.

Vi, Bi Vg, B 7 Er

O

Definition 3.24. Let {E;} be an orthonormal basis of local vector fields
on the Reimannian manifold M. For every vector field Z, we assign a
vector field Xz as follows, calling it the vector curvature along Z,

Xz =) Ry(E,E).
Theorem 3.25. Let Z be a vector field on a Riemannian manifold M.
Then, Xz = 2trV2Z, where, trV?Z = > V2 Z(E;, E;).
Proof. By simple calculations, we have
1 1 1
20 _NOW27(F Y N AR (R )4 SR(F V7 — &
trv?Z=> V’Z(E,E) =) SRy (Ei Bi) + S R(E;, Ei)(Z) = 5 X 2.
O

Now, we can restate some results about geometric vector fields from
[7] as follows.

Theorem 3.26. Let Z be a wvector field on a Riemannian manifold
(M, g) with the the Ricci tensor Ric of g.

i) Z is harmonic if and only if < Xz,. >=2Ric(Z,.).
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ii) If Z is a Killing field, then < Xz,. >= —2Ric(Z,.). The con-
verse holds if M is compact and DivZ = 0.

iit) If Z is an affine field, then divZ is locally constant and < Xz, . >
+2Ric(Z,.) = 0.

From Theorem 3.23 and Theorem 3.26, we can deduce the following

corollary.

Corollary 3.27. Let Z be a vector field on a Riemannian manifold M.

i) Z is harmonic if and only if div(Z) =0 and < Xz,. >=2wz(.).

ii) If Z is Killing, then div(Z) =0 and < Xz,. >= —2wz(.). The
converse is true if M is compact.

iit) If Z is affine, then div(Z) is locally constant and < Xz,. >=

—2wz(.). If M is compact, conversely we can deduce Z is affine.
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