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ABSTRACT. In this paper, at first the concept of Caputo fractional derivative is generalized on time scales. Then the fractional order differential equations are introduced on time scales. Finally, sufficient and necessary conditions are presented for the existence and uniqueness of solution of initial value problem including fractional order differential equations.

1. Introduction

Mathematical models of some natural phenomena and physical problems have appeared as initial and boundary value problems including fractional order of ordinary and partial differential equations. A. Loukshin and J.Morove in 1985 on modeling of irrevocability of metals [13] and A. Nakhshen in the same year on modeling of liquids moving in underground layers encountered with fractional order differential equations [14]. Later, this kind of differential equations were used in electrochemistry, control and electromagnetic field theories [9, 11]. These important applications caused that this kind of differential equations were studied...
by many mathematicians in recent years [7, 15, 16].
Hilger in 1990 introduced time scales to unify and extend the theory of
differential equation, difference equations and other differential systems
defined over nonempty closed subset of real line [12]. He proved the
existence and uniqueness of initial value problems including differential
equations on time scales. Some application of this kind of problems can
be found in [2, 1, 4, 3].

In this paper we try to extend fractional order differential equations
dynamic equations) on time scales. For this, we need to define a frac-
tional differential operator on time scales. This is done via Caputo
differential operator. This generalization helps us to study relation be-
tween fractional difference equations and fractional differential equa-
tions. On the other hand, this extension also provides a background to
study boundary value problems including fractional order difference and
differential equations. One can use this relation for more investigations
and solving fractional difference equations on time scales.

We consider the following initial value problem:

\[ cΔ^{α}y(t) = f(t, y(t)), \quad t \in [t_0, t_0 + a] = J \subseteq T, \quad 0 < α < 1 \]
\[ y(t_0) = y_0 \]

where \( cΔ^{α} \) is Caputo fractional derivative operator and the function
\( f : J \times T \to \mathbb{R} \) is a right-dense continuous function. Next we present
sufficient and necessary conditions for the existence and uniqueness of
the problem (1.1)-(1.2)

2. Preliminaries

In this section, some notations, definitions and lemmas which will be
used in next section are recalled and introduced. At first, we use \( C(J, \mathbb{R}) \)
for a Banach space of continuous functions with the norm
\[ \| y \|_{∞} = \sup\{|y(t)|, t \in J\}, \]
where \( J \) is an interval.
A time scale \( T \) is an arbitrary nonempty closed subset of the real num-
bers. The calculus on time scales was initiated by Aulbach and Hilger
[12, 3] in order to create a theory that can unify and extend discrete and
continuous analysis.
The real numbers $\mathbb{R}$, the integers $\mathbb{Z}$, the natural numbers $\mathbb{N}$, the non-negative integers $\mathbb{N}_0$, the h-numbers ($h\mathbb{Z} = \{hk : k \in \mathbb{Z}\}$, where $h > 0$ is a fixed real number), and the q-numbers ($kq = q^k \mathbb{Z} \cup \{0\} = \{q^k : k \in \mathbb{Z}\} \cup \{0\}$, where $q > 1$ is a fixed real number), are examples of time scales, as are $[0, 1] \cup [2, 3]$, $[0, 1] \cup \mathbb{N}$, and the Cantor set, where $[0, 1]$ and $[2, 3]$ are intervals of real numbers.

Aulbach and Hilger introduced also dynamic equations ($\Delta$-differential equations) on time scales in order to unify and extend the theory of ordinary differential equations, difference (h-difference) equations, and q-difference equations. For a general introduction to the calculus of time scales we refer the reader to the textbooks by Bohner and Peterson [6]. Here we give only those notations and facts connected to time scales, which we need for our purpose in this paper.

Any time scale $\mathbb{T}$ is a complete metric space with the metric (distance) $d(t; s) = |t - s|$ for $t, s \in \mathbb{T}$. Consequently, according to the well-known theory of general metric spaces, we have for $\mathbb{T}$ the fundamental concepts such as open balls (intervals), neighborhoods of points, open sets, closed sets, compact sets, and so on. In particular, for a given number $N > 0$, the $N$-neighborhood $U_δ(t)$ of a given point $t \in \mathbb{T}$ is the set of all points $s \in \mathbb{T}$ such that $d(t, s) < N$: By a neighborhood of a point $t \in \mathbb{T}$ it is meant an arbitrary set in $\mathbb{T}$ containing a $N$-neighborhood of the point $t$. Also we have for functions $f : \mathbb{T} \to \mathbb{R}$ the concepts of limit, continuity, and the properties of continuous functions on general complete metric spaces (note that, in particular, any function $f : \mathbb{Z} \to \mathbb{R}$ is continuous at each point of $\mathbb{Z}$). The main task is to introduce and investigate the concept of derivative for functions $f : \mathbb{Z} \to \mathbb{R}$. This proves to be possible due to the special structure of the metric space $\mathbb{T}$. In the definition of the derivative an important role is played by the so-called forward and backward jump operators [4].

**Definition 2.1.** For $t \in \mathbb{T}$, define the forward jump operator $\sigma : \mathbb{T} \to \mathbb{T}$ by

$$\sigma(t) = \inf\{s \in \mathbb{T} : s > t\}$$

while the backward jump operator $\rho : \mathbb{T} \to \mathbb{T}$ is defined by

$$\rho(t) = \sup\{s \in \mathbb{T} : s < t\}$$

In this definition, in addition we put $\sigma(\max \mathbb{T}) = \max \mathbb{T}$, if there exists a finite $\max \mathbb{T}$, and $\rho(\min \mathbb{T}) = \min \mathbb{T}$, if there exists a finite $\min \mathbb{T}$. 
Obviously both $\sigma(t)$ and $\rho(t)$ are in $\mathbb{T}$ when $t \in \mathbb{T}$. This is because of our assumption that $\mathbb{T}$ is a closed subset of $\mathbb{R}$. Let $t \in \mathbb{T}$. If $\sigma(t) > t$, we say that $t$ is right-scattered, while if $\rho(t) < t$ we say that $t$ is left-scattered. Also, if $t < \max \mathbb{T}$ and $\sigma(t) = t$, then $t$ is called right-dense, and if $t > \min \mathbb{T}$ and $\rho(t) = t$, then $t$ is called left-dense. Points that are right-scattered and left-scattered at the same time are called isolated.

**Definition 2.2.** (Delta Derivative) Let $f : \mathbb{T} \to \mathbb{R}$ be a function and $t \in \mathbb{T}$. Then the delta derivative (or $\Delta$-derivative) of $f$ at the point $t$ is defined to be the number $f^\Delta(t)$ (provided it exists) with the property that for each $\varepsilon > 0$ there is a neighborhood $U$ of $t$ in $\mathbb{T}$ such that

$$|f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s)| \leq \varepsilon|\sigma(t) - s| \text{ for all } s \in U$$

**Definition 2.3.** (Delta Integral) Let $[a, b]$ be a closed bounded interval in $\mathbb{T}$. A function $F : [a, b] \to \mathbb{R}$ is called a delta antiderivative of a function $f : [a; b) \to \mathbb{R}$ provided that $F$ is continuous on $[a, b]$ and delta differentiable on $[a, b)$; and $F^\Delta(t) = f(t)$ for all $t \in [a, b)$. Then we define the $\Delta$-integral from $a$ to $b$ of $f$ by

$$\int_a^b f(t)\Delta t = F(b) - F(a)$$

**Definition 2.4.** A function $f : \mathbb{T} \to \mathbb{R}$ is right-dense continuous (or rd-continuous) provided that it is continuous at all right-dense points of $\mathbb{T}$ and its left-sided limits exist (finite) at left-dense points of $\mathbb{T}$. The set of all right-dense continuous functions on $\mathbb{T}$ is denoted by $C_{rd}(\mathbb{T})$. Similarly, a function $f : \mathbb{T} \to \mathbb{R}$ is left-dense continuous provided that it is continuous at all left-dense points of $\mathbb{T}$ and its right-sided limits exist (finite) at right-dense points of $\mathbb{T}$. The set of all left-dense continuous functions on $\mathbb{T}$ is denoted by $C_{ld}(\mathbb{T})$.

All rd-continuous bounded functions on $[a, b]$ are delta integrable from $a$ to $b$. For a more general treatment of the delta integral on time scales (Riemann and Lebesgue integration on time scales), see [10] and [4].
Proposition 2.5. Suppose \( a, b \in \mathbb{T} \), \( a < b \) and \( f(t) \) is continuous on \([a, b]\), then we have

\[
\int_a^b f(t) \Delta t = [\sigma(a) - a] f(a) + \int_{\sigma(a)}^b f(t) \Delta t
\]

Proof. refer to [4]

□

Proposition 2.6. Suppose \( \mathbb{T} \) is a time scale and \([a, b] \subset \mathbb{T} \), \( f \) is increasing continuous function on \([a, b]\). If the extension of \( f \) is given in the following form:

\[
F(s) = \begin{cases} 
    f(s) & ; s \in \mathbb{T} \\
    f(t) & ; s \in (t, \sigma(t)) \notin \mathbb{T}
\end{cases}
\]

Then we have

\[
\int_a^b f(t) \Delta t \leq \int_a^b F(t) dt
\]

Proof. Let \( r \in [a, b] \) be a right-scattered point, then by making use of proposition 2.5 we have

\[
\int_r^{\sigma(r)} f(t) \Delta t = [\sigma(r) - r] f(r).
\]

Since \( f \) is a increasing function, consequently its extension \( F \) will be an increasing continuous function. Therefore, applying the mean value theorem for integrals implies

\[
[\sigma(r) - r] F(r) \leq \int_r^{\sigma(r)} F(t) dt \leq [\sigma(r) - r] F(\sigma(r))
\]

and

\[
[\sigma(r) - r] f(r) \leq \int_r^{\sigma(r)} F(t) dt \leq [\sigma(r) - r] f(\sigma(r))
\]

therefore

\[
\int_r^{\sigma(r)} f(t) \Delta t \leq \int_r^{\sigma(r)} F(t) dt.
\]
Now if \([a, b]\) has only one right-scattered point \(s\) then by proposition 2.5 and previous definitions, we have
\[
\int_a^b f(t)\Delta t = \int_a^s f(t)\Delta t + \int_s^{\sigma(s)} f(t)\Delta t + \int_{\sigma(s)}^b f(t)\Delta t
\]
\[
\leq \int_a^s F(t)dt + \int_s^{\sigma(s)} F(t)dt + \int_{\sigma(s)}^b F(t)dt.
\]
If the same proof is applied for \(n\) right-scattered points in \([a, b]\) we obtain:
\[
\int_a^b f(t)\Delta t \leq \int_a^b F(t)dt.
\]
\[\square\]

**Definition 2.7.** Suppose \(T\) is a time scale, \([a, b] \subseteq T\) and the function \(h(x)\) is an integrable function on \([a, b]\), then \(\Delta\)-fractional integral of \(h\) is defined by the following relation
\[
\Delta I_a^\alpha h(t) = \int_a^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} h(s)\Delta s,
\]
where \(\Gamma(\alpha)\) is the Euler Gamma function.

**Definition 2.8.** Let \(h : T \to \mathbb{R}\) be a function. The Caputo \(\Delta\)-fractional derivative of \(h\) is defined by:
\[
(2.1) \quad c\Delta_a^\alpha h(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-s)^{n-\alpha-1} h^{(n)}(s)\Delta s
\]

Here \(n = \lfloor \alpha \rfloor + 1\) and \(\lfloor \alpha \rfloor\) denotes the integer part of \(\alpha\).

It is easy to see that \(\Delta I_a^\alpha c\Delta_a^\beta h(t) = \Delta I_a^{\alpha+\beta} h(t)\).

**Remark 2.9.** For \(T = \mathbb{R}\), the differential operator which was defined in definition 2.8 is the same as the Caputo fractional derivative. For this kind of operators some results about the existence and uniqueness of solutions of initial and boundary value problems have been given in [5].
3. Initial Value Problems on Time Scales

In this section we are going to give the solution of the initial value problem including fractional order differential equations on time scales. For this, suppose $\mathbb{T}$ is a time scale and $J = [t_0, t_0 + a] \subseteq \mathbb{T}$, then the function $y \in C(J, \mathbb{R})$ is a solution of problem (1.1)-(1.2), if we have

\begin{align*}
{^c}{\Delta}^\alpha y(t) &= f(t, y) \quad \text{on } J \\
y(t_0) &= y_0
\end{align*}

For establishing this solution, we need to prove the following lemma and theorem.

**Lemma 3.1.** Let $0 < \alpha < 1$, $J \subseteq \mathbb{T}$, and let $f : J \times \mathbb{R} \to \mathbb{R}$ be the function. Then the function $y(t)$ is a solution of problem (1.1)-(1.2) if and only if this function is a solution of the following integral equation:

\begin{equation}
y(t) = y_0 + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t - s)^{\alpha - 1} f(s, y(s)) \Delta s
\end{equation}

**Proof.** For $y(t)$ from (2.1) we have:

\begin{equation}
{^c}{\Delta}^\alpha y(t) = \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t} (t - s)^{-\alpha} y^\Delta(s) \Delta s = {\Delta}^\alpha \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t} (t - s)^{-\alpha} y^\Delta(s) \Delta s.
\end{equation}

Then the proof can be concluded from the relations:

\begin{equation}
{\Delta} I_0^\alpha {\Delta}^\alpha y(t) = {\Delta} \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t} (t - s)^{-\alpha} y^\Delta(s) \Delta s = y(t) - y(0)
\end{equation}

and

\begin{equation}
y(t) = y_0 + {\Delta} \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t} (t - s)^{-\alpha} y^\Delta(s) \Delta s.
\end{equation}

Our first result is based on the Banach fixed point theorem [8].

**Theorem 3.2.** Suppose $J = [t_0, t_0 + a] \subseteq \mathbb{T}$. Then the initial value problem (1.1)-(1.2) has a unique solution on $J$ if the function $f(t, y(t))$ is a right-dense continuous bounded function such that there exists $M > 0$, $|f(t, y(t))| < M$ on $J$ and the Lipshitz condition

\begin{equation}
\exists L > 0; \forall t \in J, x, y \in \mathbb{R}, \quad ||f(t, x) - f(t, y)|| \leq L ||x - y||
\end{equation}

is holds.
Proof. Let $S$ be the set of rd-continuous functions and $J \subseteq T$. For $y \in S$, define

$$\|y\| = \sup_{t \in J} |y(t)|.$$  

It is easy to see that $S$ is a Banach space with this norm. The subset of $S(\rho)$ and the operator $T$ are defined by

$$S(\rho) = \{ X \in S : \|X_s\| \leq \rho \},$$

and

$$T(y) = y_0 + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} f(s, y(s)) \Delta s.$$  

According to proposition 2.5 we have:

$$|T(y(t))| \leq \|y_0\| + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} M \Delta s \leq \|y_0\| + \frac{M}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} \Delta s.$$  

Since the $(t-s)^{\alpha-1}$ is an increasing monotone function, by using proposition 2.5 we can write:

$$\int_{t_0}^{t} (t-s)^{\alpha-1} \Delta s \leq \int_{t_0}^{t} (t-s)^{\alpha-1} ds.$$  

Consequently,

$$|T(y(t))| \leq \|y_0\| + \frac{M}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} ds \leq \|y_0\| + \frac{M a^\alpha}{\alpha}. $$

By considering

$$\rho = \|y_0\| + \frac{M a^\alpha}{\alpha + 1},$$

we conclude that $T$ is an operator from $S(\rho)$ to $S(\rho)$. Moreover, for $x, y \in S(\rho)$ we have:

$$\|T(x) - T(y)\| \leq \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} |f(s, x(s)) - f(s, y(s))| \Delta s \leq \frac{L \|x - y\|_\infty}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} \Delta s \leq \frac{L \|x - y\|_\infty}{\Gamma(\alpha) \alpha} = \frac{L a^\alpha}{\Gamma(\alpha + 1) \alpha} \|x - y\|_\infty.$$

If \( \frac{La}{\Gamma(a+1)} < 1 \), then this will be a contraction map. This implies the existence and uniqueness of solution of problem (1.1)-(1.2).

**Remark 3.3.** If we let \( \alpha = 1 \), then this problem is reduced to an initial value problem on time scales for which the existence and uniqueness of its solution has been studied in [12].

**Theorem 3.4.** Suppose \( f: J \times \mathbb{R} \to \mathbb{R} \) is a rd-continuous bounded function such that there exists \( M > 0 \) with \( |f(t, y)| \leq M \) for all \( t \in J, y \in \mathbb{R} \). Then the problem (1.1)-(1.2) has a solution on \( J \).

**Proof.** We shall use Schauder’s fixed point theorem [8], to prove that \( T \) defined by (2.1) has a fixed point. The proof will be given in several steps.

**Step 1:** \( T \) is continuous.
Let \( y_n \) be a sequence such that \( y_n \to y \) in \( C(J, \mathbb{R}) \). Then for each \( t \in J \),

\[
|T(y_n(t)) - T(y)(t)| \\
\leq \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} |f(s, y_n(s)) - f(s, y(s))| \Delta s \\
\leq \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} \sup_{s \in J} |f(s, y_n(s)) - f(s, y(s))| \Delta s \\
\leq \frac{||f(\cdot, y_n(\cdot)) - f(\cdot, y(\cdot))||_{\infty}}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} \Delta s \\
\leq \frac{||f(\cdot, y_n(\cdot)) - f(\cdot, y(\cdot))||_{\infty}}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} ds \\
\leq \frac{a^\alpha ||f(\cdot, y_n(\cdot)) - f(\cdot, y(\cdot))||_{\infty}}{\Gamma(\alpha+1)} \leq \frac{a^\alpha}{\Gamma(\alpha+1)}.
\]

Since \( f \) is a continuous function, we have

\[
||T(y)(t)| - T(y)(t)||_{\infty} \leq \frac{a^\alpha}{\Gamma(\alpha+1)} ||f(\cdot, y_n(\cdot)) - f(\cdot, y(\cdot))||_{\infty} \to 0 \quad \text{as} \quad n \to \infty.
\]

**Step 2:** The mao \( T \) sends bounded sets into bounded sets in \( C(J, \mathbb{R}) \). Indeed, it is enough to show that for any \( \rho \), there exists a positive constant \( l \), such that for each \( y \in B_\rho = \{ y \in C(J, \mathbb{R}) : ||y||_{\infty} \leq \rho \} \), we have \( ||T(y)||_{\infty} \leq l \).
By hypothesis for each $t \in J$ we have,

$$|T(y)(t)| \leq \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} |f(s, y(s))| \Delta s$$

$$\leq \frac{M}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} \Delta s \leq \frac{M}{\Gamma(\alpha)} \int_{t_0}^{t} (t-s)^{\alpha-1} ds$$

$$\leq \frac{M \alpha}{\alpha \Gamma(\alpha)} = \frac{M \alpha}{\Gamma(\alpha + 1)} = l.$$ 

**Step 3:** The map $T$ sends bounded sets into equicontinuous sets of $C(J, \mathbb{R})$.

Let $t_1, t_2 \in J, t_1 < t_2$ and let $B_\rho$ be a bounded set of $C(J, \mathbb{R})$ as in Step 2, and let $y \in B_\rho$. Then

$$|T(y)(t_2) - T(y)(t_1)|$$

$$\leq \frac{1}{\Gamma(\alpha)} \left| \int_{t_0}^{t_1} (t_1-s)^{\alpha-1} f(s, y(s)) \Delta s - \int_{t_0}^{t_2} (t_2-s)^{\alpha-1} f(s, y(s)) \Delta s \right|$$

$$\leq \frac{1}{\Gamma(\alpha)} \left| \int_{t_0}^{t_1} ((t_1-s)^{\alpha-1} - (t_2-s)^{\alpha-1} + (t_2-s)^{\alpha-1}) f(s, y(s)) \Delta s - \int_{t_0}^{t_2} (t_2-s)^{\alpha-1} f(s, y(s)) \Delta s \right|$$

$$\leq \frac{M}{\Gamma(\alpha)} \left| \int_{t_0}^{t_1} ((t_1-s)^{\alpha-1} - (t_2-s)^{\alpha-1}) \Delta s + \int_{t_1}^{t_2} (t_2-s)^{\alpha-1} \Delta s \right|$$

$$\leq \frac{M}{\Gamma(\alpha)} \left| \int_{t_0}^{t_1} ((t_1-s)^{\alpha-1} - (t_2-s)^{\alpha-1}) ds + \int_{t_1}^{t_2} (t_2-s)^{\alpha-1} ds \right|$$

$$\leq \frac{M}{\Gamma(\alpha+1)} \left[ (t_2-t_1)^{\alpha} + (t_1-t_0)^{\alpha} - (t_2-t_0)^{\alpha} \right] + \frac{M}{\Gamma(\alpha+1)} (t_2-t_1)^{\alpha}$$

$$= \frac{2M}{\Gamma(\alpha+1)} (t_2-t_1)^{\alpha} + \frac{M}{\Gamma(\alpha+1)} [(t_1-t_0)^{\alpha} - (t_2-t_0)^{\alpha}]$$

As $t_1 \to t_2$, the right-hand side of the above inequality tends to zero.

As a consequence of Steps 1 to 3 together with the Arzela-Ascoli theorem, we can conclude that $T : C(J, \mathbb{R}) \to C(J, \mathbb{R})$ is continuous and completely continuous.

**Step 4:** A priori bounds.

Now it remains to show that the set

$$\Omega = \{ y \in C(J, \mathbb{R}) : y = \lambda T(y), 0 < \lambda < 1 \}$$
is bounded set. Let $y \in \Omega$, then $y = \lambda T(y)$ for some $0 < \lambda < 1$: Thus, for each $t \in J$ we have

$$y(t) = \lambda \left[ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, y(s)) \Delta s \right]$$

We can complete this step by considering the estimation in step 2. As a consequence of Schauder’s fixed point theorem, we conclude that $T$ has a fixed point which is a solution of the problem (1.1)-(1.2).
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