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SOME RESULTS ON THE POLYNOMIAL NUMERICAL

HULLS OF MATRICES

H. R. AFSHIN∗, M. A. MEHRJOOFARD AND A. SALEMI

Communicated by Gholam Hossein Esslamzadeh

Abstract. In this note we characterize polynomial numerical hulls
of matrices A ∈ Mn such that A2 is Hermitian. Also, we consider
normal matrices A ∈ Mn whose kth power are semidefinite. For
such matrices we show that V k(A) = σ(A).

1. Introduction

Let Mn be the set of n × n complex matrices. The polynomial nu-
merical hull of order k for a matrix A ∈ Mn is defined and denoted
by

V k(A) = {ξ ∈ C : |p(ξ)| ≤ ‖p(A)‖ for all p(z) ∈ Pk[C]},
where Pk[C] is the set of complex polynomials with degree at most k.
This notion was introduced by Nevanlinna [11] and further studied by
several researchers; see, e.g., [1,4,5,8–10]. The joint numerical range of
(A1, A2, . . . , Am) ∈Mn × · · · ×Mn is denoted by

W (A1, A2, . . . , Am) = {(x∗A1x, x
∗A2x, . . . , x

∗Amx) : x ∈ Cn, x∗x = 1}.
By the result in [9] (see also [10])

V k(A) = {ζ ∈ C : (0, . . . , 0) ∈ convW ((A−ζI), (A−ζI)2, . . . , (A−ζI)k)},

MSC(2010): Primary: 15A60; Secondary: 15A18, 52A10

Keywords: Polynomial numerical hull, joint numerical range, normal matrices.

Received: 6 March 2011, Accepted: 29 May 2012

∗Corresponding author

c© 2013 Iranian Mathematical Society.

569



570 Afshin, Mehrjoofard and Salemi

where convX denotes the convex hull of X ⊆ Ck.
In Section 2, we characterize polynomial numerical hulls of matrices

A ∈ Mn such that A2 is Hermitian. Also, we show that [5, Theorem
4.4] is not formulated correctly, and we improve it in Theorem 2.3. In
Section 3, we consider normal matrices A ∈ Mn whose kth power are
semidefinite. For such matrices we show that V k(A) = σ(A).

2. Main results

In this section we consider matrices A ∈Mn such that A2 is Hermit-
ian. For such matrices, we give a complete description of V k(A), k ∈ N.

By [5, Theorem 4.1], if A ∈ Mn, then A2 is Hermitian if and only
if A is unitarily similar to a direct sum of a Hermitian matrix H, a
skew-Hermitian matrix G, and 2-by-2 matrices as follows:

(2.1) A = diag (h1, . . . , hp)⊕ idiag (g1, . . . , gq)⊕A1 ⊕ . . .⊕Ar,
where g1 ≥ · · · ≥ gq, h1 ≥ · · · ≥ hp and

Aj =

[
µj iνj
iνj −µj

]
, with µj , νj > 0, j = 1, . . . , r.

The following example shows that the statement of [5, Theorem 4.4]
is not formulated correctly.

Example 2.1. Let A = [i] ⊕
[ √

6 i
√

3

i
√

3 −
√

6

]
. By [5, Theorem 4.4],

V 2 (A) ∩ R =
{
−
√

3,
√

3
}

.

But, we will show that ±1 ∈ V 2 (A) ∩ R.

Observe that µ ∈ V 2 (A)∩R if and only if
(
µ, 0, µ2

)
∈W := W

(
<(A),=(A), A2

)
,

where < (A) = A+A∗

2 ,= (A) = A−A∗

2i . By [5, Theorem 4.3],

W = conv
(
{(0, 1,−1)}

⋃{
(x, y, 3) : (x, y) : x

2

6 + y2

3 = 1
})

.

Since W is convex and {(±2,−1, 3) , (0, 1,−1)} ⊂W, (±1, 0, 1) ∈W , we
see that ±1 ∈ V 2 (A) ∩ R.

Recall that an extreme point of a convex set S in a real vector space
is a point in S which does not lie in any open line segment joining
two points of S. The Krein Milman Theorem says that if S is convex
and compact in a locally convex space, then S is the convex hull of its
extreme points. Also, by Carathéodory Theorem, we know that if Q
is a nonempty subset of Rn, then every vector x ∈ convQ is a convex
combination of at most n+ 1 vectors in Q (see [7, Theorem 22.16]).
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Lemma 2.2. [3, Theorem III.9.2] Let P be an arbitrary m-dimensional
subspace in Rn and let K be a convex subset in Rn. Then every extreme
point of the intersection P ∩K can be expressed as a convex combination
of at most n−m+ 1 extreme points of K. Moreover, if K is a compact
set, then

P ∩K = conv

 ⋃
a1,...,an−m+1∈ext(K)

[P ∩ conv ({a1, . . . , an−m+1})]

 ,

where ext(K) is the set of all extreme points of K.

Now, we state the main theorem in this section.

Theorem 2.3. Assume A ∈ Mn satisfies (2.1). Let K1 be the convex
hull of the union of the sets:

(a.1) {(hj , h2j ) : 1 ≤ j ≤ p},
(a.2) {(±µj , µ2j − ν2j ) : 1 ≤ j ≤ r},
(a.3) {(0, g1gq), (0, g̃)} if g1gq ≤ 0, where

g̃ = max{gigj : gigj ≤ 0, 1 ≤ i < j ≤ q},

(a.4)
r⋃

k=1

q⋃
i=1

(±x, z) :

x =
(

gi
gi+sgn(gi)νkt

)
µk
√

1− t2,

z =
−sgn(gi)νkg2i t+gi(µ2k−ν

2
k)

gi+sgn(gi)νkt
,

gi 6= 0, t ∈ [0, 1]

.
Let K2 be the convex hull of the union of the sets:

(b.1) {(gj ,−g2j ) : 1 ≤ j ≤ q},
(b.2) {(±νj , µ2j − ν2j ) : 1 ≤ j ≤ r},
(b.3) {(0,−h1hp), (0,−h̃)} if h1hp ≤ 0, where

h̃ = max{hihj : hihj ≤ 0, 1 ≤ i < j ≤ p},

(b.4)
r⋃

k=1

p⋃
i=1

(±y, z) :

y = hiνk
√
1−t2

hi+sgn(hi)µkt
,

z =
sgn(hi)µkh

2
i t+hi(µ2k−ν

2
k)

hi+sgn(hi)µkt
,

hi 6= 0, t ∈ [0, 1]

.
Then V 2(A) = {µ ∈ R : (µ, µ2) ∈ K1} ∪ {iµ ∈ iR : (µ,−µ2) ∈ K2}.

Proof. Without loss of generality we assume that g1 > · · · > gq, and
h1 > · · · > hp. By [5, Theorem 4.3], the joint numerical range W (A,A2)
of a matrix A whose square is Hermitian, is convex. Then [5, Theorem
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5.3] implies that µ ∈ V 2(A) if and only if (µ, µ2) ∈ W (A,A2). Whereas
A2 is Hermitian, µ2 ∈ R. Thus, V 2(A) ⊆ R ∪ iR. Now, we consider
V 2(A) ∩ R. Also, it is readily seen that µ ∈ V 2 (A) ∩ R if and only
if
(
µ, 0, µ2

)
∈ W := W

(
<(A),=(A), A2

)
. Since

{(
µ, 0, µ2

)
: µ ∈ R

}
⊆

Pxz := {(x, 0, z) : x, z ∈ R} andW is convex, we obtain that µ ∈ V 2 (A)∩
R if and only if

(
µ, 0, µ2

)
∈ E := conv (Pxz ∩W ) . By [5, Theorem 4.3],

W = conv{S1, S2, S3}, where

S1 =
{

(hi, 0, h
2
i ) : 1 ≤ i ≤ p

}
,

S2 =
{

(0, gi,−g2i ) : 1 ≤ i ≤ q
}
,

S3 =
⋃r
j=1

{(
x, y, µ2j − ν2j

)
: x

2

µ2j
+ y2

ν2j
= 1

}
,

and hence E = conv [Pxz ∩ conv(S1 ∪ S2 ∪ S3)] . By Carathéodory The-
orem,

E= conv

Pxz ∩ ⋃
{ai}4i=1⊂S1

⋃
S2

⋃
S3

conv
(
{ai}4i=1

) .

Now Lemma 2.2 shows that

E= conv

 ⋃
{ai}4i=1⊂S1

⋃
S2

⋃
S3

conv

 ⋃
1≤i<j≤4

[Pxz ∩ conv ({ai, aj})]

 ,

and therefore,

E = conv

 ⋃
{ai}4i=1⊂S1

⋃
S2

⋃
S3

⋃
1≤i<j≤4

[Pxz ∩ conv ({ai, aj})]


= conv

( ⋃
{a,b}⊂S1

⋃
S2

⋃
S3

[Pxz ∩ conv ({a, b})]

)
= conv

(⋃3
i=1

⋃3
j=1

⋃
a∈Si

⋃
b∈Sj [Pxz ∩ conv ({a, b})]

)
.

We set Dij =
⋃
a∈Si

⋃
b∈Sj [Pxz ∩ conv ({a, b})]. Since S1 ⊆ Pxz,

S1 ⊂ D11 ⊂ conv (S1) , D12 = D21 ⊂ conv (S1 ∪D22) , D13 = D31 ⊂ conv (S1 ∪D33) ,

it follows that

E = conv (S1 ∪D22 ∪D23 ∪D33) .

Therefore,

µ ∈ V 2 (A) ∩ R⇔
(
µ, 0, µ2

)
∈ conv(S1 ∪D22 ∪D23 ∪D33).



Some results on the polynomial numerical hulls of matrices 573

Direct calculation shows that

D22 = {(0, 0, gigj) : gigj ≤ 0} ,
conv(D33) = conv

({
(±µi, 0, µ2i − ν2i ), 1 ≤ i ≤ r

})
.

Now, we consider D23. Fix 1 ≤ j ≤ r and 1 ≤ i ≤ q.
Let a = (0, gi,−g2i ) ∈ S2 and

b =
(
α, β, µ2j − ν2j

)
∈ Bj :=

{(
x, y, µ2j − ν2j

)
:
x2

µ2j
+
y2

ν2j
= 1

}
⊆ S3.

In the case gi = 0, we have⋃
b∈Bj

[Pxz ∩ conv ({a, b})] = conv
{

(0, 0, 0), (±µj , 0, µ2j − ν2j )
}
.

Thus, if there exists 1 ≤ i ≤ q such that gi = 0, define

(2.2) D0 :=
r⋃
j=1

conv
{

(0, 0, 0), (±µj , 0, µ2j − ν2j )
}
⊆ conv (D22 ∪D33) ,

and otherwise define D0 = ∅.
Now, we assume that gi 6= 0. It is readily seen that, if βgi > 0, then

Pxz ∩ conv ({a, b}) = ∅. Therefore, we consider βgi ≤ 0.

Pxz ∩ conv ({a, b}) =

(x, 0, z) :

(
gi

gi−β

)
α = x,

z = β
gi−β g

2
i +

(
gi

gi−β

)(
µ2j − ν2j

)
.

 .

Since α2

µ2j
+β2

ν2j
= 1, and βgi ≤ 0, we obtain that β = −sgn(gi)νj

√
1− α2

µ2j
.

Consider t =

√
1− α2

µ2j
∈ [0, 1]. Then

D23 = D0 ∪
r⋃
j=1

q⋃
i=1

(±x, 0, z) :

x =
(

gi
gi+sgn(gi)νjt

)
µj
√

1− t2,

z =
−sgn(gi)νjg2i t+gi(µ2j−ν2j )

gi+sgn(gi)νjt
,

gi 6= 0, t ∈ [0, 1] .


where D0 is given in (2.2). Therefore,

V 2(A) ∩ R = {λ ∈ R : (λ, λ2) ∈ K1}.
Similarly, we can show that

V 2(A) ∩ iR = {λ ∈ R : (λ,−λ2) ∈ K2}.



574 Afshin, Mehrjoofard and Salemi

�

Example 2.4. Let A = [3]⊕ [−2i]⊕
[

4 3i
3i −4

]
.

By the notations as in Theorem 2.3, it is readily seen that

K1 = conv
(
{(3, 9)} ∪ {(±4, 7)} ∪

{(
±8
√
1−t2

2+3t ,
14−12t
2+3t

)
: t ∈ [0, 1]

})
,

K2 = conv
(
{(−2,−4)} ∪ {(±3, 7)} ∪

{(
±9
√
1−t2

3+4t ,
21+36t
3+4t

)
: t ∈ [0, 1]

})
.

Therefore, by Theorem 2.3 we have

V 2 (A) ∩ R =
{
µ ∈ R :

(
µ, µ2

)
∈ K1

}
=

[
−23
7 , −8

√
370+27

√
37

29+9
√
37

]
∪
[
8
√

370+27
√
37

29+9
√
37

, 3

]
,

V 2 (A) ∩ iR =
{
iµ ∈ iR :

(
µ,−µ2

)
∈ K2

}
= i
[
−2, −210

]
.

The following figures illustrate how Theorem 2.3 characterize V 2(A).

Figure 1. Characterizing V 2(A) via Theorem 2.3

Therefore,

V 2 (A) =

[
−23

7
,
−8
√

370 + 27
√

37

29 + 9
√

37

]
∪

[
8
√

370 + 27
√

37

29 + 9
√

37
, 3

]
∪i
[
−2,
−2

10

]
.
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Remark 2.5. Assume that A ∈ Mn is such that A2 is Hermitian.
By [11, Theorem 2.1.5] and [5, Theorem 4.2], we know that V 1(A) =
W (A), and V k(A) = σ(A), k ≥ 4. Also Theorem 2.3, characterizes
V 2(A). So, it is enough to study V 3(A) to characterize V k(A), ∀k ∈ N.

By a similar method as followed in the proof of Theorem 2.3 we state
the following theorem.

Theorem 2.6. Let

(2.3) A = diag (h1, · · · , hp)⊕ idiag (g1, · · · , gq) ,

where h1 ≥ · · · ≥ hp, and g1 ≥ · · · ≥ gq.
Define

S1 := conv


{(
hj , h

2
j , h

3
j

)
: 1 ≤ j ≤ p

}⋃{(
0,−g2, 0

)
: {g,−g} ⊂ {gi : 1 ≤ i ≤ q}

}⋃⋃
{a,b,c}⊂{gi}
a<−b<c,ac>0

{(
0, abc(ac

2−ab2+a2b−bc2+b2c−a2c)
(c−b)(b−a)(a−c)(a+b+c) , 0

)}
 ,

and

S2 := conv


{(
gj ,−g2j ,−g3j

)
: 1 ≤ j ≤ q

}⋃{(
0, h2, 0

)
: {h,−h} ⊂ {hi : 1 ≤ i ≤ p}

}⋃⋃
{a,b,c}⊂{hi}
a<−b<c,ac>0

{(
0, abc(ac

2−ab2+a2b−bc2+b2c−a2c)
(c−b)(b−a)(c−a)(a+b+c) , 0

)}
 .

Then

V 3(A) = {µ ∈ R : (µ, µ2, µ3) ∈ S1} ∪ {iµ ∈ iR : (µ,−µ2,−µ3) ∈ S2}.

Corollary 2.7. Let A ∈ Mn be a normal matrix such that A = A1 ⊕
iA2, A

∗
1 = A1 and let A2 be a semi-definite matrix. Then V 3(A) = σ(A).

Proof. Without loss of generality, we assume that σ (A2) ⊆ (0,∞). We
consider the set S2 as in Theorem 2.6 and let a, b and c be real numbers
such that a < −b < c and ac > 0. It is readily seen that

abc
(
ac2 − ab2 + a2b− bc2 + b2c− a2c

)
(c− b) (b− a) (c− a) (a+ b+ c)

> 0.
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Therefore, (0, 0, 0) /∈ S2 and hence

V 3 (A) ∩ R
⊂
{
µ ∈ R :

(
µ, µ2

)
∈ conv

({(
λ, λ2

)
: λ ∈ σ (A1)

})}
= σ (A1) ,
V 3 (A) ∩ iR\ {0}

⊂
{
iµ ∈ iR :

(
µ,−µ3

)
∈ conv

( {(
λ,−λ3

)
: λ ∈ σ (A2)

}
∪{(0, 0)}

)}
= σ (A2) ∪ {0} .

So V 3 (A) = σ (A). �

3. Additional results

In this section we consider normal matrices whose kth power are semi-
definite. By [6, Theorem 2.1], we know that if A ∈Mn is a normal matrix
such that A2 is semidefinite, then V 2 (A) = σ (A). In the following, we
extend this result.

Theorem 3.1. Let A ∈Mn be a normal matrix such that Ak, k ≥ 2 is
semi-definite. Then V k (A) = σ (A) .

Proof. Without loss of generality, we can assume that

A = A1 ⊕ e
i2π
k A2 ⊕ e

i4π
k A3 ⊕ · · · ⊕ e

i2(k−1)π
k Ak,

such that Aj ∈ Mmj , j = 1, . . . k are positive semidefinite. Whereas

V k
(
eiθA

)
= eiθV k(A), it is enough to prove that

(3.1) V k (A) ∩ R =

{
σ (A1) if k is odd

σ (A1) ∪ σ
(
A k

2
+1

)
if k is even

Suppose that Aj = diag
(
a1,j , · · · , amj ,j

)
, 1 ≤ j ≤ k.

We know that η ∈ V k (A) if and only if there exists x = (x1, . . . , xk)
T , xj ∈

Cmj , ‖x‖ = (
k∑
j=1

x∗jxj)
1/2 = 1 such that ηr =

k∑
j=1

e
2i(j−1)π

k x∗jA
r
jxj , r =

1, . . . , k.
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Direct calculation shows that

V k (A) ∩ R ⊂


η ∈ R :


η =

k∑
j=1

cos
(
2(j−1)π

k

)
x∗jAjxj ,

ηk =
k∑
j=1

x∗jA
k
jxj

xj ∈ Cmj ,
k∑
j=1

x∗jxj = 1.


.

Define

pi,j :=

(
cos

(
2 (j − 1)π

k

)
ai,j , a

k
i,j

)
, 1 ≤ j ≤ k, 1 ≤ i ≤ mj .

So

V k (A) ∩ R ⊂

{
η ∈ R :

(
η, ηk

)
∈ conv

(
{pi,j}1≤j≤k

1≤i≤mj

)}

We know that aij ≥ 0 and
∣∣∣cos

(
2(j−1)π

k

)∣∣∣ < 1, j ∈ {2, . . . , k}\{k2 +1}.
By the convexity of f(x) = |x|k we obtain that

V k (A) ∩ R ⊂

{
σ (A1) if k is odd

σ (A1) ∪ σ
(
A k

2
+1

)
if k is even.

Whereas σ(A) ⊆ V k(A) and σ(Ai) ⊆ R, i = 1, . . . , k, the equation (3.1)
holds. �

It will be interesting to characterize the polynomial numerical hulls
of matrices whose kth power are Hermitian.
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