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A NEW BLOCK BY BLOCK METHOD FOR SOLVING

TWO-DIMENSIONAL LINEAR AND NONLINEAR

VOLTERRA INTEGRAL EQUATIONS OF THE FIRST

AND SECOND KINDS

R. KATANI AND S. SHAHMORAD∗

Communicated by Mohammad Asadzadeh

Abstract. In this paper, we propose a new method for the numer-
ical solution of two-dimensional linear and nonlinear Volterra inte-
gral equations of the first and second kinds, which avoids from us-
ing starting values. An existence and uniqueness theorem is proved
and convergence is verified by using an appropriate variety of the
Gronwall inequality. Application of the method is demonstrated for
solving the useful telegraph equation.

1. Introduction

Consider the second kind Volterra integral equation (VIE) of the form

(1.1) f(t, s) = g(t, s) + λ

∫ t

0

∫ s

0
K(t, s, x, y, f(x, y))dydx,

and the first kind VIE

(1.2) H(t, s) =

∫ t

0

∫ s

0
K(t, s, x, y, f(x, y))dxdy
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where g, H and K are given (real-valued) continuous functions defined
respectively, on D := [0, T ]× [0, S] ⊂ R2 and
W := {(t, s, x, y, f) : 0 ≤ x ≤ t ≤ T, 0 ≤ y ≤ s ≤ S,−∞ < f <∞} .
Also, we assume that K(t, s, x, y, f(x, y)) satisfies in Lipschitz condition
with respect to f(x, y) with the Lipschitz constant L.

Recently more significant progress has been made in the numeri-
cal solution of one-dimensional Volterra integral equations [1, 4, 5, 9].
However, there are a few works to study numerical methods for two-
dimensional integral equations. Here, we recall some published works on
this subject: In [2], Beltyukov and Kuznechikhina introduce a class of
explicit Runge-Kutta-type methods of order 3 (without analyzing their
convergence), while Singh [12] verified a method based on bivariate cu-
bic spline functions of full continuity. Brunner and Kauthen analyzed
the polynomial spline collocation and iterated collocation methods and
their local and global convergence properties for two-dimensional linear
VIE [3]. Han and Zhang [8] obtained an asymptotic error expansion of
the iterated collocation solution for two-dimensional linear VIE and in
[7] Guoqiang, Hayami, Sugihara and Jiong, discussed collocation and
iterated collocation methods for nonlinear VIE. They also obtained an
asymptotic error expansion for the iterated collocation solution. An
Euler-type method was introduced for two-dimensional VIE of the first
kind in [10]. In 2009, the two-dimensional differential transform method
was proposed for solving a class of two-dimensional linear and nonlinear
VIE, where the kernel function had degenerate form [13].

In this paper, we introduce a block by block method with Romberg
quadrature rule for solving (1.1) and (1.2), which has the following ad-
vantages:
1. Simple structure for application.
2. Useful performance for large intervals.
3. At least six order of convergence, that is, for the given step sizes
(h, k), the order of convergence is at least h6 + k6.

The concept of block by block method for integral equations seems
to be described for the first time by Young [14]. A similar technique for
differential equations was given by Milne [11]. This method is essentially
an extrapolation procedure with the advantages of being self starting
and producing a block of values at a time which is effective for the large
intervals.
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The method of present paper has the following extra advantages:
1. In each step, we solve a system of algebraic equations with 16 equa-
tions and 16 unknowns. Dimension of the system dose not change by
changing number of the steps.
2. At the first step of Romberg rule, one can use Simpson rule instead
of trapezoidal rule for increasing the order of convergence.
3. In comparison with known methods, the computation time of this
method is low.

The rest of the paper is organized as follows. In section 2, we prove
existence of a unique continuous solution for (1.1). In section 3, general
framework of the method will be described. Application of the present
method for (1.2) will be given in section 4. The sixth-order convergence
result for the method is proved by using discrete Gronwall inequality in
section 5. Finally, accuracy and convergence results are illustrated by
numerical examples in section 6.

2. Existence and uniqueness of solution

In this section, we follow the Picard iterative procedure to obtain an
existence condition of solution for (1.1). For a given value of f0 the
Picard iteration for (1.1) is defined by

fn+1(t, s) = g(t, s) + λ

∫ t

0

∫ s

0
K(t, s, x, y, fn(x, y))dydx(2.1)

n = 0, 1, ....

Since K(t, s, x, y, f(x, y)) is continuous on the set W , there exists a con-
stant M > 0 such that |K(t, s, x, y, f(x, y))| ≤ M if f(x, y) is bounded,
say, c < f(x, y) < d. To ensure that the output fn+1(t, s) remains
bounded within the range [c, d] for c < fn(x, y) < d,

(2.2)

|fn+1(t, s)− g(t, s)| ≤ |λ|
∫ t

0

∫ s

0
|K(t, s, x, y, fn(x, y))|dydx ≤ |λ|MTS.

This means that if our input estimate, fn(x, y) in (2.1), is bounded,
then the output fn+1(t, s) can also be bounded within the same rang by
restricting the value of λ in (2.2) and by taking into the bounds of g,
m1 ≤ g ≤ m2. Thus, we must have

c < m1 − |λ|MTS ≤ fn+1(t, s) ≤ m2 + |λ|MTS < d
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which leads in choosing λ as

|λ| < min(
m1 − c
MTS

,
d−m2

MTS
).

Now, we follow a procedure to get convergence of the sequence fn(t, s)
to the unique solution of (1.1). To this end, for n = 1 we have from
(2.1)

|f2(t, s)− f1(t, s)| ≤ |λ|L
∫ t

0

∫ s

0
|f1(x, y)− f0(x, y))| dydx

≤ |λ||d− c|Lts.

Let the inequity holds for n = m, i.e.

|fm+1(t, s)− fm(t, s)| ≤ |d− c|(|λ|Lts)
m

(m)!(m)!
(2.3)

for n = m+ 1, we have

|fm+2(t, s)− fm+1(t, s)| ≤ |λ|L
∫ t

0

∫ s

0
|fm+1(x, y)− fm(x, y)|dydx

≤ |d− c|(|λ|L)m+1

(m)!(m)!

∫ t

0

∫ s

0
(xy)mdydx

by using (2.3). Hence

|fn+1(t, s)− fn(t, s)| ≤ |d− c| (|λ|Lst)
n

n!n!
∀n ∈ N

which implies that the series

(2.4)
∞∑
n=1

[fn+1(t, s)− fn(t, s)]

is absolutely and uniformly convergent, since it is dominated by an uni-
formly convergent series. On the other hand, fn(t, s) can be written
as

fn(t, s) = f1(t, s) +

n−1∑
i=1

[fi+1(t, s)− fi(t, s)]

therefore from uniform convergence of the series (2.4), we conclude that
lim
n→∞

fn(t, s) exists for all (t, s) ∈ [0, T ]×[0, S]. Let lim
n→∞

fn(t, s) = f(t, s).

Then by the continuity of K(t, s, x, y, fn(x, y)) in fn(x, y), we have

lim
n→∞

K(t, s, x, y, fn(x, y)) = K(t, s, x, y, f(x, y))
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and so

lim
n→∞

fn(t, s) = g(t, s) + λ

∫ t

0

∫ s

0
K(t, s, x, y, f(x, y))dydx = f(t, s)

that is, f(t, s) is the unique solution of (1.1).

3. Description of the method

In this section, we state principals of the Romberg quadrature, and
then we describe the block by block method for solving (1.1).
To recall the Romberg quadrature rule, we denote the trapezoidal rule
with the step sizes h, h

2 and h
4 respectively with T 00, T 01 and T 02 to

approximate the integral
∫ α
β V (x)dx for the given function V . i.e.

T 00 :=
α− β

2
[V (α) + V (β)] ,

T 01 :=
1

2
T 00 +

α− β
2

V (
α+ β

2
),

T 02 :=
1

2
T 01 +

α− β
4

[
V (

α+ 3β

4
) + V (

3α+ β

4
)

]
.

Thus the two stage Romberg quadrature rule can be written as∫ α

β
V (x)dx ≈ 64T 02 − 20T 01 + T 00

45

=
α− β

90

[
7(Vα + Vβ) + 12Vα+β

2
+ 32(Vα+3β

4
+ V 3α+β

4
)
]

(3.1)

and∫ γ

η

∫ α

β
U(x, y)dxdy ≈ (α− β)(γ − η)

8100

[
49(Uα,γ + Uβ,γ + Uα,η + Uβ,η)

+ 84(Uα+β
2
,γ

+ Uα+β
2
,η

+ Uα, γ+η
2

+ Uβ, γ+η
2

) + 144Uα+β
2
, γ+η

2

+ 224(Uα+3β
4

,γ
+ U 3α+β

4
,γ

+ Uα+3β
4

,η
+ U 3α+β

4
,η

+ Uα, γ+3η
4

+ Uβ, γ+3η
4

+ Uα, 3γ+η
4

+ Uβ, 3γ+η
4

)

+ 384(U 3α+β
4

, γ+η
2

+ Uα+3β
4

, γ+η
2

+ Uα+β
2
, 3γ+η

4
+ Uα+β

2
, γ+3η

4
)

+ 1024(U 3α+β
4

, γ+3η
4

+ Uα+3β
4

, γ+3η
4

+ U 3α+β
4

, 3γ+η
4

+ Uα+3β
4

, 3γ+η
4

)
]

(3.2)

for the single and double integrals respectively, where Vi := V (i) and
Ui,j := U(i, j).
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3.1. Description of block by block method by Romberg rule.
Let

Ωh,k := {(ti, sj) : ti = ti−1 + h, i = 1, 2, ...M, t0 = 0, tM = T,
sj = sj−1 + k, j = 1, 2, ..., N, s0 = 0, sN = S}

be a set of grid points on [0, T ]× [0, S] and Fi,j := f(ti, sj) be a solution
of (1.1) at t = ti and s = sj . Then F0,0 = g(0, 0), F0,j = g(0, sj)
and Fi,0 = g(ti, 0), for i = 0, 1, ...,M , j = 0, 1, ..., N (note that M and
N must be multiple of 4). For simplifying notation, we define Ki,j :=
K(t4m+p, s4n+q, ti, sj , Fi,j) for fixed m,n, p, q.
Now, we set (t, s) = (t4m+p, s4n+q) in (1.1) for m = 0, 1, ...,M/4 − 1,
n = 0, 1, ..., N/4 − 1 and p, q = 1, 2, 3, 4, to compute f(t, s) at the grid
points, i.e.

f(t4m+p, s4n+q) = g(t4m+p, s4n+q)

+

∫ t4m

0

∫ s4n

0
K(t4m+p, s4n+q, x, y, f(x, y))dydx

+

∫ t4m

0

∫ s4n+q

s4n

K(t4m+p, s4n+q, x, y, f(x, y))dydx

+

∫ t4m+p

t4m

∫ s4n

0
K(t4m+p, s4n+q, x, y, f(x, y))dydx

+

∫ t4m+p

t4m

∫ s4n+q

s4n

K(t4m+p, s4n+q, x, y, f(x, y))dydx.(3.3)

We use (3.2) to approximate these double integrals. We denote these
approximations respectively by R1, ..., R4. For example

R2 :=

∫ t4m

0

∫ s4n+q

s4n

K(t4m+p, s4n+q, x, y, f(x, y))dydx

≈ sq × t4m
8100

[
49(K0,4n +K4m,4n +K0,4n+q +K4m,4n+q)

+ 144K2m,4n+ q
2

+ 84(K2m,4n +K2m,4n+q +K0,2n+ q
2

+K4m,4n+ q
2
)

+ 384(Km,4n+ q
2

+K3m,4n+ q
2

+K2m,4n+ 3q
4

+K2m,4n+ q
4
)

+ 1024(Km,4n+ q
4

+K3m,4n+ q
4

+Km,4n+ 3q
4

+K3m,4n+ 3q
4

)

+ 224(Km,4n +K3m,4n +Km,4n+q +K3m,4n+q +K4m,4n+ q
4

+ K0,4n+ q
4

+K4m,4n+ 3q
4

+K0,4n+ 3q
4

)
]

(3.4)
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for m = 0, 1, ...,M/4− 1, n = 0, 1, ..., N/4− 1 and p, q = 1, 2, 3, 4.

If jp
4 or jq

4 (j = 1, 2, 3) are not integers, then F4m+ jp
4
,4n+ jq

4
will be un-

known which leads to a difficulty in computing R2, R3 and R4. In this
case, we will use bivariate Lagrange interpolation at the points (t4m, s4n),
(t4m+1, s4n+1), (t4m+2, s4n+2), (t4m+3, s4n+3) and (t4m+4, s4n+4) to re-
move this difficulty; that is
(3.5)

Fu,v '



4m+p∑
i=4m

4n+q∑
j=4n

Fi,jUi(tu)Vj(sv), if u and v are not integers,

4n+q∑
j=4n

Fu,jVj(sv), if u is integer and v is not integer,

4m+p∑
i=4m

Fi,vUi(tu), if u is not integer and v is integer

where

Ui(t) =

4m+4∏
j=4m
j 6=i

t− tj
ti − tj

, Vi(s) =

4n+4∏
j=4n
j 6=i

s− sj
si − sj

are the univariate Lagrange polynomials and the error of the bivariate
interpolation will be at least O((h+ k)5) [1], thus, from (3.3) we obtain

F4m+p,4n+q = g(t4m+p, s4n+q) +R1 +R2 +R3 +R4(3.6)

from which a system of 16 equations with the same number of unknowns
will be created in each step for p, q = 1, 2, 3, 4 and the system will
be linear or nonlinear respectively for the linear or nonlinear integral
equations. For the linear case, it is solved via a direct method but for the
nonlinear case, the system may be solved by using an iterative method
or by using a suitable software package such as Maple. The following
algorithm describes solving the system by using the Maple package.

Algorithm 1.
- Get a set of grid points from [0, T ]× [0, S].
- Set F0,0 = g(0, 0), Fi,0 = g(ti, 0), i = 0, 1, ...,M and F0,j = g(0, sj),
j = 0, 1, ..., N.
- Start from m = 0, while 4m+ 4 ≤M do
- start from n = 0, while 4n+ 4 ≤ N do
- for p=1 to 4 do
- for q = 1 to 4 do
- approximate the integrals in (3.3) by using the two-step Romberg
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rule
- if jp

4 or jq
4 are not integers, use an interpolation formula

- end do
- end do
- form the system (3.6)
- solve the system
- end do
- end do.

4. The first kind VIE

In this section we discuss the results of the previous sections for the
first kind Volterra equations. Consider a two-dimensional first kind
Volterra integral equation of the form

(4.1) H(t, s) =

∫ t

0

∫ s

0
K(t, s, x, y, f(x, y))dxdy, (t, s) ∈ D

where K and H are defined as before. It is evident from (4.1) that

H(t, 0) ≡ 0, H(0, s) ≡ 0, (t, s) ∈ D.

Let K and H are smooth and

K(t, s, t, s, f) 6= 0 ∀(t, s) ∈ D.

Differentiating both sides of (4.1) with respect to t and s, leads to the
two-dimensional second-kind Volterra integral equation

Z(t, s, f(t, s)) = G(t, s)

+

∫ s

0
K1(t, s, y, f(t, y))dy +

∫ t

0
K2(t, s, x, f(x, s))dx

+

∫ t

0

∫ s

0
K3(t, s, x, y, f(x, y))dydx(4.2)
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with

K1(t, s, y, f(t, y)) := −∂K
∂s

(t, s, t, y, f(t, y)),

K2(t, s, x, f(x, s)) := −∂K
∂t

(t, s, x, s, f(x, s)),

K3(t, s, x, y, f(x, y)) := −∂
2K

∂t∂s
(t, s, x, y, f(x, y)),

G(t, s) :=
∂2H

∂t∂s
(t, s),

Z(t, s, f(t, s)) := K(t, s, t, s, f(t, s)).

Now, we solve (4.2) by the same way as we did for (1.1). Considering
the set Ωh,k of grid points, one can write

Z(t4m+p, s4n+q, f(t4m+p, s4n+q)) = G(t4m+p, s4n+q)

+

∫ s4n+q

0
K1(t4m+p, s4n+q, y, f(t4m+p, y))dy

+

∫ t4m+p

0
K2(t4m+p, s4n+q, x, f(x, s4n+q))dx

+

∫ t4m+p

0

∫ s4n+q

0
K3(t4m+p, s4n+q, x, y, f(x, y))dydx,

m = 0, 1, ...,M/4− 1, n = 0, 1, ..., N/4− 1,

p, q = 1, 2, 3, 4.

By solving the equations

G(t0, s0)− Z(t0, s0, F0,0) = 0

R5 :=

∫ s4n+q

0
K1(t4m+p, s4n+q, y, f(t4m+p, y))dy,

R6 :=

∫ t4m+p

0
K2(t4m+p, s4n+q, x, f(x, s4n+q))dx

by defining K1
i,j := K1(t4m+p, s4n+q, sj , Fi,j), we have from (3.1)

R5 ≈ s4n
90

[
7(K1

4m+p,0 +K1
4m+p,4n) + 12K1

4m+p,2n

+ 32(K1
4m+p,n +K1

4m+p,3n)
]

+
sq
90

[
7(K1

4m+p,4n +K1
4m+p,4n+q)

+ 12K1
4m+p,4n+q/2 + 32(K1

4m+p,4n+q/4 +K1
4m+p,4n+3q/4)

]
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also, we approximate R6 by the same way. If jp
4 and jq

4 (j = 1, 2, 3) are
not integers, then we use the same technique as we described after the
formula (3.4). Therefore
(4.3)
Z(t4m+p, s4n+q, F4m+p,4n+q) = G(t4m+p, s4n+q)+R1+R2+R3+R4+R5+R6

where R1, ..., R4 gives similar results as in the previous section. For
p, q = 1, 2, ..., 4, (4.3) forms a system of equations which is solved for
F4m+1,4n+1, F4m+2,4n+1, ... , F4m+4,4n+4. A procedure similar to what
described in the previous section can be use to resolve this system.

5. Convergence analysis

In this section, we prove that the method of the previous sections
is convergent and its order of convergence is at least 6. To do this,
we define en,m := |f(tn, sm)− Fn,m| and use the triangular inequality
repeatedly to obtain

e4m+4,4n+4 =hk

∣∣∣∣∣∣
4m∑
i=0

4n∑
j=0

w
(1)
i,j Ki,j +

4m∑
i=0

4n+4∑
j=4n

w
(2)
i,j Ki,j+

+

4m+4∑
i=4m

4n∑
j=0

w
(3)
i,j Ki,j +

4m+4∑
i=4m

4n+4∑
j=4n

w
(4)
i,j Ki,j(5.1)

−
∫ 4m+4

0

∫ 4n+4

0
K(t4m+4, s4n+4, x, y, f(x, y))dydx

∣∣∣∣
=hk

∣∣∣∣∣∣
4m∑
i=0

4n+4∑
j=0

w
(5)
i,j Ki,j+

4m+4∑
i=4m

4n+4∑
j=0

w
(6)
i,j Ki,j

−
∫ 4m+4

0

∫ 4n+4

0
K(t4m+4, s4n+4, x, y, f(x, y))dydx

∣∣∣∣
≤hk

4m+4∑
i=0

4n+4∑
j=0

∣∣w′i,j∣∣ |Ki,j −K(t4m+4, s4n+4, ti, sj , f(ti, sj))|

+

∣∣∣∣∣∣
4m+4∑
i=0

4n+4∑
j=0

w′i,jK(t4m+4, s4n+4, ti, sj , f(ti, sj))

−
∫ 4m+4

0

∫ 4n+4

0
K(t4m+4, s4n+4, x, y, f(x, y))dydx

∣∣∣∣
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where

w
(5)
i,j =


w

(1)
i,j 0 ≤ j ≤ 4n− 1,

w
(1)
i,j + w

(2)
i,j j = 4n,

w
(2)
i,j 4n+ 1 ≤ j ≤ 4n+ 4,

w
(6)
i,j =


w

(3)
i,j 0 ≤ j ≤ 4n− 1,

w
(3)
i,j + w

(4)
i,j j = 4n,

w
(4)
i,j 4n+ 1 ≤ j ≤ 4n+ 4,

w′i,j =


w

(5)
i,j 0 ≤ i ≤ 4m− 1,

w
(5)
i,j + w

(6)
i,j i = 4m,

w
(6)
i,j 4m+ 1 ≤ i ≤ 4m+ 4.

Therefore, by using the Lipschitz condition for K, we get

e4m+4,4n+4 ≤ hk
4m+4∑
i=0

4n+4∑
j=0

∣∣w′i,j∣∣Li,j |Fi,j − f(ti, sj))|+R

where R is the error of the numerical integration. Hence for sufficiently
small h and k

e4m+4,4n+4 ≤
hkc

1− hkc′
4m+3∑
i=0

ei,4n+4 +
hkc

1− hkc′
4n+3∑
j=0

e4m+4,j

+
hkc

1− hkc′
4m+3∑
i=0

4n+3∑
j=0

ei,j +
R

1− hkc′
(5.2)

1 where c = max
i,j
{|w′i,j |Li,j} and c′ = |w′4m+4,4n+4|L4m+4,4n+4. For other

values of p and q, we use the bivariate Lagrange interpolation, (3.5), to
find undetermined values of F in (5.1). Finally, we will have a relation
similar to (5.2) with different c and c′. Then we obtain

e4m+4,4n+4 ≤
hkc

1− hkc′
4m+p−1∑
i=0

ei,4n+q +
hkc

1− hkc′
4n+q−1∑
j=0

e4m+q,j

+
hkc

1− hkc′
4m+p−1∑
i=0

4n+q−1∑
j=0

ei,j +
R

1− hkc′
,

p, q = 1, 2, 3, 4
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and using the Gronwall inequality [10], yields

e4m+p,4n+q ≤
R

1− hkc′
exp(γ(Nh+Mk))

where

γ =
1

2

c(h+ k) +
√

(kc+ hc)2 + 4c− 4hkcc′

1− hkc′
.

Thus e4m+p,4n+q → 0 as (h, k)→ (0, 0). Since R is the error of two stages
Romberg quadrature rule, we have R = O(h6 + k6) for the functions K
and f with at least sixth order derivatives and so ‖ e ‖= O(h6 + k6).

6. Numerical results

In this section, we test the following problems to show the convergence
and error bound of the presented method. All results computed by
programming in Maple 10.

A)[3]

f(t, s) = exp(−at)[cos(bs)− ct

2b
(sin(bs) + bscos(bs))]

+

∫ t

0

∫ s

0
c.exp(−a(t− x)).cos(b(s− y))f(x, y)dydx,

t, s ∈ [0, 2]× [0, 2]

with the exact solution f(t, s) = exp(−at)cos(bs).
B)

f(t, s) = g(t, s) +

∫ t

0

∫ s

0
(sx2 + ty)sin(f(x, y))dydx, t, s ∈ [0, 1]× [0, 1]

with the exact solution f(t, s) = t+ s.
C) [10] We set

K(t, s, x, y) = (sin(s+ x) + sin(t+ y) + 3)f(x, y)

and choose g(t, s) such that the exact solution of the (1.2) with T = S =
2 to be f(t, s) = cos(t+ s).

D) The generalized telegraph equation
Consider the nonlinear Cauchy problem [6]

(6.1)
∂2u

∂t2
+
∂

∂t
(f(x, t, u)) =

∂2u

∂x2
+

∂

∂x
(g(x, t, u)) + h(x, t, u)

subject to

(x, t) ∈W := {(x, t) : x− t ≥ 0, x+ t ≥ 0} ,
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u(x, x) = α(x), u(t,−t) = β(t).

In the special case f(x, t, w) ≡ w and g(x, t, w) ≡ 0, we obtain the
’forced’ telegraph equation: this arises from the electromagnetic waves
in a conducting medium and it can be derived directly from Maxwell’s
equations [10]. Performing the change of variables: x′ = x + t and
t′ = x− t, we obtain

4
∂2u

∂x′∂t′
+

∂

∂x′
(−f + g) +

∂

∂t′
(f + g) = −h

or equivalently

(6.2)
∂2U

∂x′∂t′
− ∂F

∂x′
− ∂G

∂t′
= H

where

U(x′, t′) := u((x′ + t′)/2, (x′ − t′)/2),

F (x′, t′, U) := (f(x′, t′, U)− g(x′, t′, U))/4,

G(x′, t′, U) := −(f(x′, t′, U) + g(x′, t′, U))/4,

H(x′, t′, U) := −h(x′, t′, U)/4.

Integrating (6.2) with respect to x′ and t′ yields

U(X,T ) =

∫ T

0

∫ X

0
H(x′, t′, U(x′, t′))dx′dt′

+

∫ X

0
(G(x′, T, U(x′, T ))−G(x′, 0, U(x′, 0)))dx′

+

∫ T

0
(F (X, t′, U(X, t′))− F (0, t′, U(0, t′)))dt′

+ U(X, 0) + U(0, T )− U(0, 0)

which is a two-dimensional Volterra integral equation of the form

U(X,T ) =

∫ T

0

∫ X

0
H(x′, t′, U(x′, t′))dx′dt′ +

∫ X

0
G(x′, T, U(x′, T ))dx′

+

∫ T

0
F (X, t′, U(X, t′))dt′ +R(X,T )

with

R(X,T ) := −
∫ X

0
G(x′, 0, U(x′, 0))dx′ −

∫ T

0
F (0, t′, U(0, t′))dt′

+ U(X, 0) + U(0, T )− U(0, 0).
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Note that R(X,T ) is a known function, since U(x′, 0) = u(x′/2, x′/2) =
α(x′/2) and U(0, t′) = u(t′/2,−t′/2) = β(t′/2) are given by the initial
conditions. Thus we have an integral equation for solving the nonlinear
partial differential equation (6.1). To verify the efficiency of the method
we analysis the following simple example.

We consider

∂2u

∂t2
+
∂cos(u)

∂t
=

∂2u

∂x2
+
∂sin(u)

∂x
− sin(u)cos(t)sin(x)

− cos(u)sin(t)cos(x)(6.3)

with the initial conditions given on x = ±t, that is, u(x, x) = sin2x,
u(−t, t) = −sin2t. The exact solution is u(x, t) = sin(x)sin(t). By
changing of variables: x′ = x+t and t′ = x−t, Eq.(6.3) can be rewritten
in the form

4U(X,T ) =

∫ T

0

∫ X

0

{
sinU(x′, t′)cos(

1

2
(x′ − t′))sin(

1

2
(x′ + t′))

+ cosU(x′, t′)sin(
1

2
(x′ − t′))cos(1

2
(x′ + t′))

}
dx′dt′

−
∫ X

0
(cosU(x′, T )− sinU(x′, T ))dx′ +

∫ T

0
(cosU(X, t′)

−sinU(X, t′))dt′ +

∫ X

0

{
cos(sin2

x′

2
) + sin(sin2(

x′

2
))

}
dx′

+

∫ T

0

{
sin(−sin2 t

′

2
)− cos(−sin2( t

′

2
))

}
dt′

+4sin2
X

2
− 4sin2

T

2
.

Now, we solve this two-dimensional second kind Volterra integral equa-
tion by using the described method in section 3.

The numerical results corresponding to the problems A, B, C and
D are shown respectively in tables 1, 2,...,7, in which the absolute and
relative errors reported at some mesh points. In tables 1-3 we have
presented a comparison between the errors of the collocation method
that reported in [3], and the block by block method for a = b = 1
and c = −1, in which B1. M. and Co. M. denote respectively the
block by block and collocation methods. It is clear from these results
that the block by block method is more accurate than the collocation
method. In the last rows of tables, we saved computing times for the
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given method which show that the method is very fast. Tables 5-7
compare the errors at selected grid points for the Euler and trapezoidal
methods that obtained in [10], and the block by block method. For these
cases, the error of the block by block method for larger step sizes is less
than the error of the other methods. Also, the collocation, Euler and
trapezoidal methods have been proposed only for the linear case of the
(1.1), while as it is clear from the results of table 4, the block by block
method is also an efficient method for the nonlinear case.

Table 1: Numerical results of example A; M = N = 4.

(t, s) Bl. M. Co. M.
e(relative) e(absolute) e(absolute)

(1, 1) 2.07e−6 4.13e−7 1.64e−4
(2, 1) 2.94e−4 2.15e−5 1.82e−4
(1, 2) 4.05e−3 6.21e−4 1.66e−3
(2, 2) 7.33e−3 4.13e−4 5.56e−4
time 1.703′′ −

Table 2: Numerical results of example A; M = N = 8.

(t, s) Bl. M. Co. M.
e(relative) e(absolute) e(absolute)

(1, 1) 3.03e−5 6.04e−6 2.14e−5
(2, 1) 5.82e−5 4.26e−6 2.67e−5
(1, 2) 5.32e−5 5.09e−6 1.93e−4
(2, 2) 5.13e−5 2.89e−6 6.12e−5
time 4.077′′ −

Table 3: Numerical results of example A; M = N = 16.

(t, s) Bl. M. Co. M.
e(relative) e(absolute) e(absolute)

(1, 1) 4.01e−6 7.97e−8 3.67e−6
(2, 1) 7.22e−6 5.28e−8 3.53e−6
(1, 2) 4.19e−4 6.42e−5 2.30e−8
(2, 2) 6.21e−4 3.50e−5 7.10e−5
time 13.984′′ −
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Table 4: Numerical results of example B.
(t, s) M = N = 4 M = N = 8 M = N = 12

e(relative) e(relative) e(relative)

(0.25, 0.25) 0 2.00e−10 5.74e−11
(0.25, 0.5) 4.40e−09 2.54e−09 1.87e−10
(0.5, 0.5) 3.66e−07 2.20e−08 1.14e−09
(0.5, 0.75) 9.61e−08 3.93e−09 3.11e−08
(0.75, 0.75) 6.86e−07 3.69e−08 2.91e−07

(0.75, 1) 1.47e−06 5.83e−08 4.43e−07
(1, 1) 7.33e−06 1.11e−07 4.01e−07
time 1.397′′ 5.187′′ 11.486′′

Table 5: Numerical results of example C; h = k = 0.1.
(t, s) Euler,s M. trapezoidal M. Block M.

e(absolute) e(absolute) e(absolute) e(relative)

(1, 1) 9.45e−02 3.93e−03 3.18e−10 7.64e−10
(1, 2) 1.97e−02 2.20e−03 1.48e−06 1.49e−6
(2, 1) 1.97e−02 2.20e−03 8.94e−07 9.03e−7
(2, 2) 8.76e−02 8.17e−03 1.77e−05 2.71e−5
time − − 12.797′′

‖e(h)‖∞ 1.09e−01 8.17e−03 1.77e−05
‖e(h)‖∞ := max{|f(ti, sj)− fi,j |, 0 ≤ i ≤ N , 0 ≤ j ≤M}

Table 6: Numerical results of example C; h = k.
(t, s) Euler,s M. trapezoidal M. Block M.

h = 0.0125 h = 0.0125 h = 0.16
e(absolute) e(absolute) e(absolute) e(relative)

(1, 1) 1.13e−02 6.12e−05 2.41e−06 5.79e−06
(1, 2) 3.53e−03 3.41e−05 3.62e−06 3.65e−06
(2, 1) 3.53e−03 3.42e−05 3.62e−06 3.65e−06
(2, 2) 9.46e−03 1.27e−04 4.98e−06 7.61e−06
time − − 4.500′′

‖e(h)‖∞ 1.34e−02 1.27e−04 4.98e−06
‖e(h)‖∞ := max{|f(ti, sj)− fi,j |, 0 ≤ i ≤ N , 0 ≤ j ≤M}



Block by block method 723

Table 7: Numerical results of example D; h = k = 0.1.
(t, s) Euler,s M. Block M.

e(absolute) e(absolute) e(relative)

(0.1, 0.1) − 5.40e−22 5.41e−20
(1, 0) 7.03e−04 5.07e−08 −

(3/2, 1/2) 3.01e−03 1.65e−06 3.45e−6
(2, 0) 9.32e−04 3.03e−06 −
time − 267.405′′

‖e(h)‖∞ 3.72e−03 4.03e−05

7. Conclusion

In this paper, we propose a method with at least 6 order of conver-
gence for the numerical solution of two-dimensional linear and nonlinear
VIE. The method can be improved to be more accurate by using other
varieties of Romberg rule or other suitable integration methods.

Acknowledgments

The authors are very much grateful to the referee for his/her useful
comments on this paper.

References

[1] H. Brunner, Collocation Methods for Volterra Integral and Related Functional
Differential Equations, Cambridge University Press, Cambridge, 2004.

[2] B. A. Beltyukov and L. N. Kuznechikhina, A Runge-Kutta method for the solu-
tion of two dimensional nonlinear Volterra integral equations, Differential Equa-
tions 12 (1976), 1169–1173.

[3] H. Brunner and J. P. Kauthen, The numerical solution of two-dimensional
Volterra integral equations by collocation and iterated collocation method , IMA
J. Numer. Anal. 9 (1989) 47–59.

[4] H. Brunner and Y. Yatsenko, Spline collocation methods for nonlinear Volterra
integral equations with unknown delay, Comput. Appl. Math. 71 (1996), 67–81.

[5] D. Conte and B. Paternoster, Multistep collocation methods for Volterra integral
equations, Appl. Numer. Math. 59 (2009), 1721–1736.

[6] P. R. Garabedian, Partial Differential Equations, John Wiley & Sons, Inc., New
York-London-Sydney, 1964.

[7] H. Guoqiang, K. Hayami, K. Sugihara and W. Jiong, Extrapolation method
of iterated collocation solution for two-dimensional nonlinear Volterra integral
equations, Appl. Math. Comput. 112 (2000), no. 1, 49–61.

[8] G. Q. Han and L. Q. Zhang, Asymptotic error expansion of two-dimensional
Volterra integral equation by iterated collocation method, Appl. Math. Comput.
61 (1994), no. 2-3, 269–285.



724 Katani and Shahmorad

[9] R. Katani and S. Shahmorad, A block by block method with Romberg quadrature
for the system of Urysohn type Volterra integral equations, Comput. Appl. Math.
31 (2012), no. 1, 191–203.

[10] S. Mckee, T. Tang and T. Diogo, An Euler-type method for two-dimensional
Volterra integral equations of the first kind, IMA J. Num. Anal. 20 (2000), no.
3, 423–440.

[11] W. E. Milne, Numerical Solution of Differential Equations, John Wiley & Sons,
Inc., New York, Chapman & Hall, London, 1953.

[12] P. Singh, A note on the solution of two-dimensional Volterra integral equations
by splines, Indian J. Math. 18 (1976), no. 1, 61–64.

[13] A. Tari, M. Y. Rahimi, S. Shahmorad and F. Talati, Solving a class of two-
dimensional linear and nonlinear Volterra integral equations by the differential
transform method, J. Comput. Appl. Math. 228 (2009), no. 1, 70–76.

[14] A. Young, The application of approximate product-integration to the numerical
solution of integral equations, Proc. Roy. Soc. London. Ser. A 224 (1954) 561–
573.

R. Katani

Department of Applied Mathematics, University of Tabriz, Tabriz, Iran

Email: katani@tabrizu.ac.ir

S. Shahmorad

Department of Applied Mathematics, University of Tabriz, Tabriz, Iran

Email: shahmorad@tabrizu.ac.ir


	1. Introduction
	2. Existence and uniqueness of solution
	3. Description of the method
	3.1.  Description of block by block method by Romberg rule

	4. The first kind VIE
	5. Convergence analysis
	6. Numerical results
	7. Conclusion
	References

