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Abstract. Suppose G is a split connected reductive orthogonal or
symplectic group over an infinite field F, P = MN is a maximal
parabolic subgroup of G, n is the Lie algebra of the unipotent radi-
cal N. Under the adjoint action of its stabilizer in M, every maximal
prehomogeneous subspaces of n is determined.
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1. Introduction

In representation theory on reductive algebraic groups, the inter-
twining operators (see [3,9] for definition) play a central role in studying
induced representations. In p−adic case, by Langlands classification on
tempered representations (cf [10]) and multiplicity of intertwining oper-
ators (cf [9]), it is necessary and sufficient to study only representations
induced from maximal parabolic subgroups. The main purpose of this
paper is to study a problem raised from the study of these intertwining
operators.

More precisely, let K be a nonarchimedean field of characteristic zero,
G be a subgroup consisting of K−rational points of a split connected
reductive orthogonal or symplectic classical group of split rank l defined
over K. Let P = MN ∼= GLn(K) × Gm be a maximal parabolic sub-
group of G. Where l = m + n; Gm is a connected reductive classical
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group of same type as G of split rank m; M,N are the Levi subgroup
and unipotent subgroup of P, respectively. In order to understand the
reducibility and tempered spectrum of a representation of G induced
from an irreducible unitary representation of M, or equivalently, to de-
termine the pole of the standard intertwining operator attached to it at
s = 0, we need to study the behavior of the adjoint action of M on n,
the Lie algebra of N (cf [4, 5, 9, 16–18, 22, 23]). To be more accurate,
we need to integrate the matrix coefficients of such a representation on
certain orbits related to the conjugacy classes of N under Int (M). For
this reason, the prehomogeneity of n under Ad(M) is of great interest
to us, and it is known that when n is prehomogeneous, there is only a
single possible pole at Re (s) = 0, the residue of which can be expressed
as finite number of orbital integrals ( [18,22,23]).

Except for some special cases ( [11, 21–23]), n is generally not preho-
mogeneous under Ad(M). However, relating to the classification theory
of induced representations and orbital integrals, the structure of preho-
mogeneous sub vector spaces (see Definition 2.1) of n under the adjoint
action of certain subgroups of M still shows its great importance. This
paper aims to solve such a problem in a general way, it gives a neces-
sary and sufficient condition for any subspace V of n which contains the
center n2 of n to be prehomogeneous.

Now suppose F is an infinite field, every group mentioned above is
defined over F. An element in n can be expressed as L(X,Y ), where
X ∈ Mn×2m(F ) or Mn×(2m+1)(F ), Y ∈ GLn(F ) is skew-symmetric
(symmetric) with respect to the second diagonal if G is orthogonal (sem-
plectic, resp). Suppose X ′ is determined by Lemma 3.3, then the main
results of this paper, Theorem 4.5, 4.6 and 5.4 can be summarized as
follows:

Theorem 1.1. Let n2 be the center of n. Suppose V is a subspace of
n containing n2 as a proper subspace, MV = {m ∈ M | Ad(m) ◦ v ∈
V, ∀ v ∈ V} is the stabilizer of V. Then

I) If G is symplectic or G is orthogonal with n even, then V is a
maximal prehomogeneous subspace of n under MV if and only if for all
L(X,Y ) ∈ V, XX ′ = 0.

II) If G is orthogonal and n is odd, then V is maximal prehomogeneous
under MV if and only if for all L(X,Y ) ∈ V, rank(XX ′) ≤ 1.

It should be mentioned that although we only give prehomogeneity
for some special objects (containing the center), the subspaces in this
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paper can be substituted by others (change n2 to any of its subspace).
More generally, making some plain modification in the proof of these
theorems, it can be seen that if V is an arbitrary subspace, then it is
maximal prehomogeneous under the action of its stabilizer if and only
if for all L(X,Y ) ∈ V,
(1.1) rank(XX ′ + Y ) = rank(XX ′) + rank(Y ) ≤ n,

(see the remark at the end of section 5). This should give a classification
of all prehomogeneous subspaces in n.

As a direct application, we obtain the following interesting result
(Theorem 4.9, 5.5):

Proposition 1.2. Suppose G is symplectic or G is orthogonal with n
even, then every maximal prehomogeneous subgroup of N containing the
center of N is abelian, and it is unique up to the conjugate action of
Int (M).

It should be pointed out that the general research on conjugacy classes
in parabolic subgroups started as early as 1974 ( [12]), while the authors
in [1,2,6–8,11,12] have determined the prehomogeneity on all descending
central series of n for general parabolic subgroup P, and all cases that
n is prehomogeneous when G is an exceptional group have also been
determined later. These results are mainly based on the root system of
the unipotent radical, while our approach to this problem relies basically
on symmetric and skew-symmetric forms. Since these quadratic forms
are invariant under Ad(M) ( [4,5,23]), they would certainly reveal some
explicit significance in representation theory (cf [16,17,19]), and further
research on this topic should yield more interesting application to the
study of L−functions and representation classification ( [16,18,23]).

Our main idea comes from the following observation: for a subspace V
of n to be prehomogebeous, then (1.1) must hold by the finiteness of rep-
resentatives of orbits (Theorem 4.6 shows that V is not prehomogeneous
if the inequality in (1.1) breaks); and this prehomogeneity is maximal if
and only if the equality of (1.1) is also fulfilled. The techniques we’ve
adopted are the following: to show a subspace is prehomegeneous, we
solely find the representatives of orbits of which the union is a dense
subset; to illustrate the converse, we construct certain orbital invariant
variables and show that there are infinitely many of them.

Although we are more interested in application to representation the-
ory over p−adic groups, the results of this paper are also valid for any
infinite field, that is the ground field in this paper. On the other hand,
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for unipotent radicals of more general parabolic subgroups, the task
of classifying all prehomogeneous subspaces should be no doubt much
harder, and using only quadratic forms to do that seems not adequate.
We hope we can combine our techniques with the ideas in [1,2,6–8,11,12]
to do more on this topic in future.

Finally, since we’ve taken many notations, we attach at the end a list
of major mathematical symbols appearing in this paper.

2. Preliminaries

Let F be an infinite field. We start with the following (see also [14]):

Definition 2.1. Let H be a linear algebraic group defined over F, V
a finite dimensional vector space, and ρ a rational representation of H
on V. We call a triple (H, ρ, V ) a prehomogeneous vector space if there
exists a proper closed algebraic subset S (in Zariski topology) of V such
that V \ S has finite H−orbits (a single H−orbit if F is algebraically
closed).

Furthermore, suppose X is a subspace of V, let

HX = {h ∈ H| ρ(h) ◦ v ∈ X, ∀v ∈ X}

be the stabilizer of X in H. Then we will say that (HX , ρ,X) is a pre-
homogeneous sub vector space if X has finitely many HX−orbits up to
a proper closed algebraic subset. Moreover, we’ll call it a maximal pre-
homogeneous subspace if it is maximal in sense of containment.

We will sometimes omit the group H and its action ρ and simply say
V is prehomogeneous if this meaning in clear from the context.

For a positive integer r, let

wr =


1

·
·

1

 ∈ Mr(F ),

J2l =


w2l+1 if G = SO2l+1(F );

w2l if G = SO2l(F );(
wl

−wl

)
if G = Sp2l(F ).
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Let G be a split connected reductive classical group over F, defined
with respect to J2l. i.e.,

G = {g ∈ GL2l|tgJ2lg = J2l}◦,

with the superscript indicating the connected component.

Let T be the maximal split torus of diagonal elements in G, we can
take:

T =

{
{diag(x1, · · · , xl, 1, x−1

l , · · ·, x−1
1 )|xi ∈ F ∗, i = 1, 2, · · · , l}, SO2l+1(F );

{diag(x1, · · · , xl, x−1
l , · · · , x−1

1 )|xi ∈ F ∗, i = 1, 2, · · · l}, otherwise.
Fix an F -Borel subgroup B such that B = TU, where U is the

unipotent radical of B. Let ∆ be the set of simple roots of T in the Lie
algebra of U. Denote by P = MN a maximal parabolic subgroup of G
in the sense that N ⊂ U. Assume T ⊂ M and let θ = ∆ \ {α} such
that M = Mθ. We use G,P,M,N,B, T, U to denote the subgroups of
F -rational points of the groups G,P,M,N,B,T,U, respectively.

For any g ∈ G,We will use Int(g) to denote the inner automorphism of
G induced by g. i.e., for any u ∈ G, Int(g)◦u = gug−1. Let g = Lie(G),
the Lie algebra of G, we will use Ad(g) to denote the adjoint action on
g induced from Int(g).

Let n = Lie(N), be the Lie algebra of N. Then n can be graded by
α as n = n1 ⊕ n2. i.e., for any t ∈ {center of M}, and any X1 ∈ n1,
X2 ∈ n2, we have: {

Ad(t) ◦X1 = α(t)X1;
Ad(t) ◦X2 = 2α(t)X2.

Notice that n2 is the center of n.We will setN1 = exp(n1), N2 = exp(n2).

Let ei (1 ≤ i ≤ l) ∈ Hom(T, F ∗) such that ei(T ) = xi. Let αi =
ei − ei+1, i = 1, 2, · · · , l − 1, and

αl =


el, if G = SO2l+1(F );

el−1 + el, if G = SO2l(F );

2el, if G = Sp2l(F ).

These αi is a set of simple roots determined by T.

Suppose α = αn, then up to a conjugation, we may assume M =
GLn(F )× SO2m+1(F ), GLn(F )× Sp2m(F ), or GLn(F )× SO2m(F ), de-
pending on wetherG is of typeBl, Cl orDl, respectively. For convenience
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of notation, let G′ = GLn(F ),

Gm =


SO2m+1(F ), if G = SO2l+1(F );

SO2m(F ), if G = SO2l(F );

Sp2m(F ), if G = Sp2l(F ).

And

κ =

{
2m+ 1, if G = SO2l+1(F );

2m, otherwise.

When G = SO2l+1(F ), we choose a representative sei of Sei , i =
1, 2 · · · , l, the Weyl group element which is the reflection about ei as fol-
lows: sei = Di,2l−i+2, where for any pair of positive integers {i, j}, Di,j ∈
M(2l+1)×(2l+1)(F ) is an elementary matrix obtained by interchanging the
i−th and j−th rows of I2l+1 and then setting the i−th row to its neg-
ative. When G = Sp2l(F ), we choose a representative s2ei of S2ei as
follows:

s2ei =

(
Il − Ei,i Ei,l−i+1

−El−i+1,i Il − El−k+1,l−k+1

)
.

Here for any pair of positive integers {i, j}, Ei,j ∈ Ml×l(F ) is an elemen-
tary matrix such that its (i, j)’s entry is 1, all other entries are 0.

Also for any pair of positive integers {i, j} with i ̸= j, we choose
a representative sei−ej of Sei−ej , the Weyl group element which is the
reflection about ei − ej as follows:

sei−ej =

(
Di,j

Di,j

)
.

3. The Unipotent radical N

For any Y ∈ Mn(F ), we set ε(Y ) = wn
tY w−1

n . Then ε(ε(Y )) = Y
since w−1

n = wn. We define an action ε of G′ on Mn(F ) by: ε(g) ◦ A =
gAε(g), ∀ g ∈ G′, A ∈ Mn(F ). Every element m ∈ M may be written
as m = diag(g, h, ε(g)−1) with g ∈ G′, h ∈ Gm. Throughout this paper,
when m is written in this way, it will always be referred to with the
same meaning.

Definition 3.1. For any A ∈ Mn(F ), we say that A is ε−symmetric
if ε(A) = A; skew−ε−symmetric if ε(A) = −A. Denote by M ε

n(F ) the
subspace of Mn(F ) consisting of ε−symmetric elements, M̄ ε

n(F ) the sub-
space of Mn(F ) consisting of skew−ε−symmetric elements.
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Lemma 3.2. Mn(F ) = M ε
n(F )⊕ M̄ ε

n(F ).

Proof. This is obvious. □

Lemma 3.3. Let u ∈ N and suppose that

u =

 In X Y
0 Iκ X ′

0 0 In

 .

Then

X ′ =

{
−Jκ

tXwn, if G is orthogonal;

Jκ
tXwn, otherwise,

and

XX ′ =

{
Y + ε(Y ), if G is orthogonal;

Y − ε(Y ), otherwise.

In particular, if u ∈ N2, then X = 0 and Y ∈ M̄ ε
n(F )(or M ε

n(F )) if G is
orthogonal (or symplectic, resp). If u ∈ N1, then Y ∈ M ε

n(F )(or M̄ ε
n(F ))

if G is orthogonal (or symplectic, resp).

Proof. This is Lemma 3.3 in [23]. □

If u ∈ N is as above, we will denote it by n(X,Y ). Notice for any
m = diag(g, h, ε(g−1)) ∈ M, Int(m) ◦ n(X,Y ) = n(gXh−1, gY ε(g)). For
any X as above, we use Ci(X) to denote its i-th column, i = 1, 2, · · · , κ.
We say that Ci(X) and Cκ−i+1(X) are conjugate columns. In particular,
when G = SO2l+1(F ), Xm+1 is conjugate to itself.

From Lemma 3.3, it is not hard to see that:

n =


 0 X Y

0 0 X ′

0 0 0

 | Y ∈

{
M̄ ε

n(F ) if G is orthogonal

M ε
n(F ) if G is symplectic

 .

Suppose L is the Lie algebra element of n(X,Y ), then
(3.1)

L =

 0 X Y ′

0 0 X ′

0 0 0

 =

 0 X 0
0 0 X ′

0 0 0

+

 0 0 Y ′

0 0 0
0 0 0

 = L1 + L2.

Where Y ′ = Y − 1
2XX ′ and Li ∈ ni, i = 1, 2. We will use L(X,Y ′) to

denote L.
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Let k = min(n,m), l = [(κ+1)/2], q = min(n, l). Let Ω be a subset of
N satisfying XX ′ = 0. Note Ω is invariant under Int(M). Let

E = {L(X,Y ′) ∈ n|XX ′ = 0}.
Then

Ω = {exp(L(X,Y ′))|L(X,Y ′) ∈ E}.
Where exp is the usual exponential map.

Definition 3.4. Suppose {X1, X2, · · · , Xi} is a subset of columns in X,
where X is as in Lemma 3.3. If none of these columns is conjugate to
another one, then they are said to be conjugate irrelevant.

Definition 3.5. For X as above, we define the relative rank of X,
denoted by rrank(X), to be the maximal rank of {X1, X2, · · · , Xi} as
{X1, X2, · · · , Xi} runs through all collections of conjugate irrelevant
columns in X. If O (O) is a subset of N (n, resp), we define

rrank(O) = max{rrank(X)|n(X,Y ) ∈ O},
rrank(O) = max{rrank(X)|L(X,Y ′) ∈ O}.

Notice for any X as above, rrank(X) ≤ q, and rrank will remain
unchanged for any action Int(M)(Ad(M)) on n(X,Y ) (L(X,Y ′), resp).
For any non-negative integer r with 1 ≤ r ≤ q, if we set Ωr = {n(X,Y ) ∈
Ω|rrank(X) = r}. Then

Ω =

q∪
r=1

Ωr.

Each Ωr is invariant under Int(M) and it’s obvious that Ωq is a dense
open subset of Ω.

Let

Er = {L(X,Y )|L(X,Y ) ∈ E , rrank(X) = r}, r = 1, 2, · · · , q.
Then

Ωr = {exp(L(X,Y ′))|L(X,Y ′) ∈ Er}.

4. Maximal Prehomogeneous Spaces on Bl and Cl

From now on, we will determine all prehomogeneous subspaces of n
by studying its maximal prehomogeneous subspaces. If V is a subspace
of n, we set

MV = {m ∈ M | Ad(m) ◦ v ∈ V, ∀ v ∈ V}
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to be the stabilizer of V in M. Then MV is a subgroup of M.
Throughout this paper, we will say a subspace V of n is prehomoge-

neous without mentioning the group MV and its action if this causes
no ambiguity. Meanwhile, since the adjoint action Ad(M) on n is com-
pletely determined by the action Int(M) on N, we will abuse the term
”prehomogeneous” to say that a subgroup of N is prehomogeneous if its
corresponding sub Lie algebra is prehomogeneous under its stabilizer.
Moreover, for the purpose of convenience, we will also use ”prehomoge-
neous” to describe an algebraic set, by means that it has finite number
of orbits up to a closed subset (in Zariski topology).

Lemma 4.1. Suppose G is type Bl or Cl and rrank(X) = r. Then there
is an s which is a representative of a Weyl group element in Gm, such
that the first r columns of Xs are linearly independent.

Proof. Suppose rank(Xi1 , Xi2 , · · · , Xir) = r, one may assume i1 < i2 <
· · · < ir. Then there is a positive integer p with 1 ≤ p ≤ r, such that
ip−1 ≤ κ+1

2 < ip.
For any j with p ≤ j ≤ r, set nj = ij + n−m. Let

s1 =



r∏
j=p

senj
, if G = SO2l+1(F );

r∏
j=p

s2enj
, if G = Sp2l(F ).

Multiplying X by s1 from right, it will interchange the ij−th column
(j = p, p+1, · · · , r) with its conjugate. So if we setXs1 = {V1, V2, · · · , Vκ},
then rank{V1, V2, · · · , Vλ} = r.

Suppose rank(Vj1 , Vj2 , · · · , Vjr) = r with j1 < j2 < · · · < jr ≤ λ. Set

s2 =

r∏
i=1

sen+i−en+ji
∈ Gm,

W = {W1,W2, · · · ,Wκ} = (Xs1)s2 = Xs.

Then W has the desired property as stated in the lemma. □

Lemma 4.2. Suppose G is type Bl or Cl. Then for any n(X,Y ) ∈ Ωr,
there is m = diag(g, h, ε(g)−1) ∈ M, such that Int(m)◦n = n(Er, gY ε(g)),
where

Er =

(
Ir 0
0 0

)
∈ Mn×κ(F ).
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In particular, rrank(X) = rank(X).

Proof. SupposeX ∈ Ωr, by Lemma 4.1, we can assume that rank(X1, X2,
· · · , Xr) = r. Then there exists g ∈ G′ such that

gX =

(
Ir B A
0 B1 A1

)
.

Where B ∈ Mr×(κ−2r)(F ), A ∈ Mr×r(F ), B1 ∈ M(n−r)×(κ−2r)(F ) and
A1 ∈ M(n−r)×r(F ).

Since rrank(gX) = rrank(X) = r, one must have: B1 = 0. Therefore,

(gX)(gX)′ =


−
(

wt
rA1wn−r C1

0 A1

)
, if G is orthogonal;(

wt
rA1wn−r C2

0 −A1

)
, if G is symplectic.

Where C1 = A+ ε(A)−BB′ and C2 = ε(A)−A+BB′.
From the fact that (gX)(gX)′ = g(XX ′)ε(g) = 0, we must have

A1 = 0 and C1 = C2 = 0. In either orthogonal or symplectic case,

h =

 Ir B A
0 Iκ−2r B′

0 0 Ir

 ∈ Gm.

Let m = diag(g, h, ε(g)−1), then it can be checked that Int(m) ◦ n =
n(Er, gY ε(g)). □
Theorem 4.3. Suppose G is as above, then for each r ≤ q, Ωr is a
prehomogeneous algebraic set under Int(M). In particular, Ω is a pre-
homogeneous algebraic set.

Proof. For any n(X,Y ) ∈ Ωr, XX ′ = 0. By Lemma 3.3, we have: Y ∈
M̄ ε

n(F ) if G = SO2l+1(F ); or Y ∈ M ε
n(F ) if G = Sp2l(F ). Therefore, if

we set

n′ =

 2
[n
2

]
, if G = SO2l+1(F );

n, if G = Sp2l(F ).

Then rank(Y ) ≤ n′. Let

Ω′
r = {n(X,A)|n(X,A) ∈ Ωr, rank(A) = n′}.

Then Ω′
r is a dense open subset of Ωr. Let n(X,A) be an arbitrary

element in Ω′
r, by Lemma 4.2, there is an m1 ∈ M, such that Int(m1) ◦

n(X,A) = (Er, Y ), where Y = gAε(g) for some g ∈ G′. We’ll prove by
induction on n that Ω′

r is prehomogeneous under Int(M).
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First suppose that G = SO2l+1(F ). If n = 1, then Y = A = 0. By
Lemma 4.2, no matter wether r = 0 or 1 (notice r ≤ k = n), there is only
one generator (Er, 0) of Ωr under Int(M). Hence, Ωr is prehomogeneous.

Assume now the theorem is true for all n < i and suppose n = i.
If r = n, then by an extension of Gaussian Elimination as in the proof

of Lemma 3.7 in [23], there is a dense open subset W of M̄ ε
n(F ), such

that for any Y ∈ W, there is g′ ∈ G′, satisfying g′Y ε(g′) = Bn. Where

Bn =


·

·
1 0
0 −1

1 0
0 −1

 ∈ Mn(F ).

Suppose g′Er = (X1, 0), where X1 ∈ G′. Then there is g1 ∈ G′ such
that X1g1 = Ir. Let h = diag(g−1

1 , Iκ−2n, ε(g1)) ∈ Gm, then g′Erh
−1 =

Er. Thus, for any n(X,A) belonging to a dense open subset {n(X,Y ) ∈
Ωr|Y ∈ W} of Ωr, there is an m = diag(g′, h, ε(g′)−1) · m1 ∈ M, such
that Int(m) ◦ n(X,A) = (Er, Bn). Hence, Ωr is prehomogeneous under
Int(M).

If r < n, assume

Y =


Y1,1 Y1,2 · · Y1,n−1 0
Y2,1 Y2,2 · · 0 −Y1,n−1

· · · · · ·
· · · · · ·

Yn−1,1 0 · · −Y2,2 −Y1,2
0 −Yn−1,1 · · −Y2,1 −Y1,1

 .

We may further assume that Yn−1,1 ̸= 0, this assumption will only
amount to an open subset of Ωr. Let

g1 =



1 0 · · 0 0
−Y1,1

Yn−1,1

0 1 · · 0 0
−Y2,1

Yn−1,1

· · · · · · ·
· · · · · · ·
0 0 · · 1 0

−Yn−2,1

Yn−1,1

0 0 · · 0 1
Yn−1,1

0

0 0 · · 0 0 1


.
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Then

Y1 = ε(g1) ◦ Y =


0 Y ′

1,2 · · Y ′
1,n−1 0

0 Y ′
2,2 · · 0 −Y ′

1,n−1

· · · · · ·
· · · · · ·
1 0 · · −Y ′

2,2 −Y ′
1,2

0 −1 · · 0 0

 .

Next, let

g2 =



1 0 · · 0 0 Y ′
1,2

0 1 · · 0 0 Y ′
2,2

· · · · · · ·
· · · · · · ·
0 0 · · 1 0 Y ′

n−2,2

0 0 · · 0 1 0
0 0 · · 0 0 1


.

Then

Y2 = ε(g2) ◦ Y1 =



0 0 Y1,3” · · Y1,n−1” 0
0 0 Y2,3” · · 0 −Y1,n−1”
· · · · · · ·
· · · · · · ·
0 0 0 · · −Y2,3” −Y1,3”
1 0 0 · · 0 0
0 −1 0 · · 0 0


.

Applying the induction hypothesis, one can see that there exists a g ∈ G′

such that ε(g) ◦ Y = Bn. Moreover, by the above process of Gaussian
Elimination, g has the property that

gEr =

(
X1 0
0 0

)
,

with X1 ∈ GLr(F ). Therefore, there exists h1 ∈ GLr(F ) such that
X1h1 = Ir. Let

h = diag(h−1
1 , Iκ−2r, ε(h1)) ∈ Gm,

m2 = diag(g, h, ε(g)−1) ∈ M.

Then Int(m2)◦n(X,Y ) = n(Er, Bn). Hence, we can choose a dense open
subset Ω′

r of Ωr properly so that it has only one orbit under Int(M). i.e.,
Ωr is prehomogeneous.
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Now we prove for the caseG = Sp2l(F ). For any n(X,A) ∈ Ω′
r, one has

A ∈ M ε
n(F ) by Lemma 3.3. If n = 1, then Ω′

r is prehomogeneous when
r = 1 by Theorem 4.2 in [23]. When r = 0, then every non-zero element
in Ω′

r has the form n(0, u) for some u ∈ F ∗. Let S be a complete set of
representatives of F ∗/(F ∗)2. Choose εi ∈ S such that u = εit

2 for some
t ∈ F ∗, let m = diag(t−1, I2l−2, t) ∈ M, then Int(m) ◦ n(0, u) = n(0, εi).
Therefore, there are only finitely many number of orbits of Ω′

0 under
Int(M).

Assume now the theorem is true for all n < i and suppose n = i.
If r = n, by Corollary 3.6 in [23], there is g ∈ G′ such that

(4.1) δ = ε(g) ◦ Y =


ε1

ε2
·

·
εn

 ,

with εi ∈ S, i = 1, 2, · · · , n. Then we set X1 = gEr.
If r < n, then by a similar proof as above, we can find g ∈ G′ such

that ε(g) ◦ Y = δ with δ carrying the same form as in equation (4.1).
Moreover, such g has a property that

gEr =

(
X1 0
0 0

)
,

with X1 ∈ GLr(F ).
In both cases, let h = diag(X1, Iκ−2r, ε(X1)

−1) ∈ Gm, and m2 =
diag(g, h, ε(g)−1) ∈ M. Then Int(m2) ◦ n(Er, Y ) = n(Er, δ). Since there
are only finitely many possibilities of δ, there are only finitely many
generators of Ω′

r under Int(M). i.e., Ω′
r is prehomogeneous. □

Corollary 4.4. If G = SO2l+1(F ), then there is only one open orbit
of E under Ad(M); if G = Sp2l(F ), then the number of open orbits

is C
|S|−1
n+|S|−1. Where S is a complete set of representatives of F ∗/(F ∗)2,

C
|S|−1
n+|S|−1 is a combination number.

Proof. The first statement is obvious from the proof of Theorem 4.3.
Suppose G = Sp2l(F ). By Theorem 4.3, the number of orbits equals

to the number of ε−conjugate classes of all those δ, where δ is defined in
equation (4.1). And this number equals to the number of all ε̄−conjugate
classes of δwn, where the action ε̄ of G′ on Mn(F ) is defined as the usual
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congruence:

ε̄(g) ◦ Y = gY (tg), g ∈ G′, Y ∈ Mn(F ).

Since δwn = diag(ε1, ε2, · · · , εn), it is easily seen that those ele-
ments which have the same number and multiplicity of each εi(i =
1, 2, · · · , |S|), are ε̄−conjugate to each other.

Suppose the multiplicity of each εi appearing in δwn is ki, then

|S|∑
i=1

ki = n.

For each i, there is a ki−dimensional subspace Vi of Fn, such that
for any v ∈ Vi, the quadratic form tv(δwn)v ∈ εi(F

∗)2. Notice the
dimension of such space is invariant under the adjoint action. For if
m = diag(g, h, ε(g)) ∈ M, then Ad(m) ◦ L(X,Y ) = L(gXh−1, gY ε(g)),
and the subspace tg−1Vi has the desired property in the quadratic form
determined by gY ε(g)wn, which is of dimension ki.

Thus, the numbers ki(i = 1, 2, · · · , |S|), are invariant under Ad(M).
This implies that the generator of each orbit of n2 is completely deter-
mined by the combination of εi’s. It is then easily calculated that there

are C
|S|−1
n+|S|−1 such combinations in total. □

Theorem 4.5. If G is symplectic and V is a subspace of n containing
n2. Then V is a prehomogebeous space under Ad(MV) if and only if for
any L(X,Y ′) ∈ V, rank(XX ′) = 0. In particular, n is prehomogeneous
if and only if n = 1 or l.

Proof. We will first prove the ”if” statement.
Let Vi = Ei∩V, i = 0, 1, · · · , q, then V is a disjoint union of all Vi. Let

r be the largest integer so that Vr is not empty, then Vr is a dense open
subset of V. We will prove Vr has finite number of open orbits under
Ad(MV).

Pick up an arbitrary element L(X0, Y0) in Vr ∩ Ω′
r, by Theorem 4.3,

there exists m ∈ M so that Ad(m) ◦ L(X0, Y0) = L(Er, δ). Since V con-
tains n2 as a subspace, L(X0, Y0) ∈ Vr for any Y0 ∈ M ε

n(F ). Therefore,
we may fixm and make Y0 vary inside a certain finite set of candidates so
that δ runs through all representatives of ε−conjugacy classes in M ε

n(F ).
Let V̄ = Ad(m) ◦ V. Then V̄ ⊂ E is a vector space and for any

L(X̄, Ȳ ) ∈ V̄, rrank(X̄) ≤ r. Let V̄r = Ad(m) ◦ Vr, then V̄r is also a
dense open subset of V̄. For any L(X,Y ′) ∈ V̄r, there is m′ ∈ M so that
Ad(m′) ◦L(X,Y ′) = L(Er, δ) by Theorem 4.3. Since both L(X,Y ′) and
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L(Er, δ) belong to V̄, we knowm′ ∈ MV̄ . Therefore, V̄ is prehomogeneous
under its stabilizer. So is V.

Now we’ll prove the ”only if” statement.
If O is a subspace of n containing V as a proper subspace, then there

is L(X̃, Ỹ ) ∈ O such that X̃X̃ ′ = E ̸= 0, where X̃ ′ = Jκ
tX̃wn. Since

O is a vector space containing n2, L(uX̃, Ỹ ) ∈ O for any u ∈ F and

Ỹ ∈ M ε
n(F ). Let

M̃ ε
n(F ) = {A|A ∈ M ε

n(F ), rank(A) = n},

O′ = {L(X,Y )|L(X,Y ) ∈ O, Y ∈ M̃ ε
n(F )}.

Then M̃ ε
n(F ) and O′ are dense open subsets of M ε

n(F ) and O, respec-
tively.

Suppose O is prehomogeneous, then up to a closed subset, O has finite
number of MO−orbits, so does O′. Let {L(Xi, Yi)|i ∈ I} be the set of
representatives of these finite orbits of O′. For any L(X,Y ) ∈ O′, there is
an m = diag(g, h, ε(g)−1) ∈ M, such that Ad(m) ◦ L(X,Y ) = L(Xi, Yi)
for a certain i. i.e., gXh−1 = Xi, gY ε(g) = Yi. Therefore, gXX ′ε(g) =
XiX

′
i.

For any L(X,Y ) ∈ O′, if we define F (L(X,Y )) = det(Y ) and
G(L(X,Y )) = det(XX ′+Y ). Then by the proof of Theorem 3.11 in [23],
both F and G are non-constant polynomial functions in terms of the
entries of L(X,Y ), and it’s easily seen that

(4.2)
F (L(X,Y ))

G(L(X,Y ))
=

F (L(Xi, Yi))

G(L(Xi, Yi))
.

In particular, for any fixed Ỹ and constant t such that both F (L(tX̃, Ỹ ))

and G(L(tX̃, Ỹ )) are nonzero, one must have:

(4.3)
F (L(tX̃, Ỹ ))

G(L(tX̃, Ỹ ))
=

F (L(Xi, Yi))

G(L(Xi, Yi))

for some certain i. Moreover, it is easily seen that both numerator and
denominator on the left side of equation (4.3) are polynomials in t.

Let L1 = L(X̃, 0) ∈ n1, and define W = span{L1} ⊕ n2. Then W ′ =
W∩O′ ⊂ O′ is a dense open subset ofW. Therefore, there must exist one
Ỹ ∈ M̃ ε

n(F ) such that L(tX̃, Ỹ ) ∈ O′ for infinitely many t. Furthermore,
since there are only finitely many number of open orbits of O′ under
Ad(MO), there is at least one i, such that L(tX̃, Ỹ ) belongs to the orbit
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represented by L(Xi, Yi) for infinitely many t. In other words, there are
infinitely many t satisfying equation (4.3), which is obviously absurd!

In particular, n is prehomogeneous under Ad(M) only if XX ′ = 0
for all L(X,Y ) ∈ n, but this could happen only if n = 1 or l. When
n = l, n is abelian and it is known that n is prehomogeneous under
Ad(M)(cf [15, 21]). If n = 1, n is prehomogeneous by Theorem 4.2
in [23]. □
Theorem 4.6. Suppose G is type Bl and V is a subspace of n con-
taining n2. If n is even, then V is prehomogeneous if and only if for
any L(X,Y ) ∈ V, XX ′ = 0. If n is odd, then V is prehomogeneous if
and only if for any L(X,Y ) ∈ V, rank(XX ′) ≤ 1. In particular, n is
prehomogeneous if and only if n = 1 or l.

Proof. Let M̂ ε
n(F ) = {A|A ∈ M̄ ε

n(F ), rank(A) = n′}. Where n′ is de-

fined in Theorem 4.3. Then M̂ ε
n(F ) is a dense open subset of M̄ ε

n(F ).

Consequently, if we let V ′ = {L(X,Y )|L(X,Y ) ∈ V, Y ∈ M̂ ε
n(F )}, then

V ′ is a dense open subset of V. Moreover, by Lemma 3.7 in [23], for any

Y ∈ M̂ ε
n(F ), there is g ∈ G′, such that gY ε(g) = Bn.

Suppose first n is even, then n′ = n. We may define F,G to be the
same functions on V ′ as in last theorem, then both F and G are non-
constant polynomial functions in terms of the entries of L(X,Y ). One
may apply the same technique to obtain a proof for this case.

Suppose n is odd, we will prove that if there is an L(X,Y ) ∈ V such
that rank(XX ′) ≥ 2, then V is not prehomogeneous. First we need the
following:

Lemma 4.7. Suppose G is as above and n is odd, X ∈ Mn×(2m+1)(F )

with r = rank(XX ′) ≥ 1. Then there is a dense open subset O2 of M̄
ε
n(F )

such that for every Y ∈ O2, det(Y + (tX)(tX ′)) is a polynomial of t2

with degree k and the coefficient of t2 is nonzero, where k = min(n,m).
In particular, for any fixed 0 ̸= t0 ∈ F, the set of Y satisfying det(Y +
(t0X)(t0X

′)) ̸= 0 is a dense open subset of M̄ ε
n(F ).

Proof. Define M s
n(F ) = {A ∈ Mn(F )|A = tA} and M ss

n (F ) = {A ∈
Mn(F )|A = −tA} to be the set of symmetric and skew-symmetric ma-
trices in Mn(F ), respectively. It is well known that Mn(F ) = M s

n(F )
⊕

M ss
n (F ). Then

det(Y + (tX)(tX ′)) = det(Y − t2Xw2m+1
tXwn)

= det(wn)det(Y wn − t2Xw2m+1
tX).
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Here one must have Y wn ∈ M ss
n (F ), and Xw2m+1

tX ∈ M s
n(F ).

Since rank(XX ′) = r by assumption, rank(Xw2m+1
tX) = r. By

Gaussian Elimination in linear algebra, there is g1 ∈ G′ such that

g1(Xw2m+1
tX)

t
g1 =

(
Ar 0
0 0

)
.

It’s obvious that Ar ∈ M s
r (F ) ∩ GLr(F ), since the left side above is

symmetric.
Set Y1 = g1Y wn

tg1 ∈ M ss
n (F ). By Lemma 3.7 in [23], we can choose

a proper open dense subset O2 of M̄ ε
n(F ) such that for any Y ∈ O2,

there is g2 ∈ G′, satisfying g2Y1(
tg2) = Bnwn. Moreover, g2 acting on Y1

from left (tg2 acting on Y1 from right) resulting in eliminating the rows
(columns by tg2) of Y1 from bottom to top. Therefore,

g2(g1(Xw2m+1
tX)

t
g1)

tg2 =

(
A′

r 0
0 0

)
for a suitable A′

r ∈ M s
r (F ) ∩GLr(F ). Let g = g2g1, then

g(Y wn − t2Xw2m+1
tX)

t
g =



Bpwp + t2A′
p

0 1
−1 0

·
·

0 1
−1 0


.

Where p = r if r is odd; p = r + 1 if r is even, and

A′
p =

(
A′

r 0(p−r)×1

01×(p−r) 0

)
.

Suppose A′
p = (a′i,j)p×p, from the construction of g1 and g2, it can

be seen that their entries are rational functions of those of Y wn and
XX ′wn, so are the entries of A′

p. Therefore, by choosing O2 properly,
we can always assume a′1,1 ̸= 0 up to a closed subset of n2. By a simple

calculation, a′1,1 is the coefficient of t2 in det(g(Y wn − t2Xw2m+1
tX)

t
g).

The rest of the lemma follows trivially. □

Continue the proof of Theorem 4.6. Suppose V is prehomogeneous,
then so is V ′ (both under Ad(MV)). Let L(Xi, Yi) be the generators of

these orbits with each Yi ∈ M̂ ε
n(F ). If L(X◦, Y◦) ∈ V such that r =
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rank(X◦X
′
◦) ≥ 2. Then rank(X◦) ≥ 2. Moreover, L(X◦, Y ) ∈ V for any

Y ∈ M̄ ε
n(F ), since n2 ⊂ V and V is a vector space.

Since V ′ is a dense open subset of V, there is Y ∈ M̂ ε
n(F ) such that

for infinitely many t ∈ F, L(tX◦, Y ) ∈ V ′. By Lemma 4.7, we can choose
such Y◦ so that det(Y◦ + (tX◦)(tX

′
◦)) is a polynomial of degree r in

variable t2. Since there are only finitely many number of orbits, there
must be one orbit in V ′, say, represented by L(Xi, Yi), that contains
L(tX◦, Y ) for infinitely many t ∈ F. Therefore, for every such t, there
must be mt = diag(gt, ht, ε(gt)

−1) ∈ MV , so that Ad(mt) ◦L(tX◦, Y◦) =
L(Xi, Yi). Hence, gt(Y◦+(tX◦)(tX◦)

′)ε(gt) = Yi+XiX
′
i. But since both

M ε
n and M̄ ε

n are invariant under the action of ε(G′), we have:

gtY◦ε(gt) = Yi, gt(tX◦)(tX◦)
′ε(gt) = XiX

′
i.

Therefore, for a variable z,

(4.4) gt(Y◦ + (tzX◦)(tzX◦)
′)ε(gt) = Yi + (zXi)(zX

′
i).

Suppose

det(Y◦ + (zX◦)(zX◦)
′) = arz

2r + ar−1z
2(r−1) + · · ·+ a1z

2,

(Since det(Y ) = 0, there is no constant term), and

det(Yi + (zXi)(zXi)
′) = brz

2r + br−1z
2(r−1) + · · ·+ b1z

2.

By Lemma 4.7, we can further assume that ar, a1 ̸= 0 by choosing V ′

properly. Since

det(gt(Y◦ + (tzX◦)(tzX◦)
′)ε(gt)) =

det(gt)
2{ar(tz)2r + ar−1(tz)

2(r−1) + · · ·+ a1(tz)
2}.

By equation (4.4), we must have:

br = det(gt)
2(art

2r), b1 = det(gt)
2(a1t

2).

Thus
b1
br

=
a1t

2

art2r

holds for infinitely many t, which is obviously impossible!

To complete the rest of this theorem, we have yet to prove that if V
has the property that for any L(X,Y ) ∈ V, rank(XX ′) = 1, then V is
prehomogeneous. We start with the following lemma:
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Lemma 4.8. Suppose G,n and V are as in Lemma 4.7 such that for
any L(X0, Y0) ∈ V, rank(X0X

′
0) ≤ 1. Then for any L(X,Y ) ∈ V ′, there

is m = diag(g, h, ε(g)−1) ∈ M, such that Ad(m) ◦ L(X,Y ) has the form
L(Ei

r, gY ε(g)), where

Ei
r =


(

Ir 0 Hi

0 0 0

)
∈ Mn×κ(F ), if rank(XX ′) = 1;(

Ir 0
0 0

)
∈ Mn×κ(F ), if rank(XX ′) = 0.

Here r = rrank(X), and

Hi =


0 · · · 0 −εi/2
0 · · · 0 0
· · · · · ·
0 · · · 0 0

 ∈ Mr(F ),

with εi ∈ F ∗/(F ∗)2. In particular, rrank(X) = rank(X).

Proof. We first prove that all XX ′ are linearly dependent. Since V
contains n2 as a vector space, L(X, 0) ∈ V for any L(X,Y ) ∈ V. If X1X

′
1

and X2X
′
2 are linearly independent for some L(X1, Y1), L(X2, Y2) ∈ V,

then L(X1, 0), L(X2, 0) ∈ V for the reason mentioned above. Therefore,
L(aX1+bX2, 0) ∈ V for any a, b ∈ F. But then rank{(aX1+bX2)(aX1+
bX2)

′} ≥ 2 for some a, b ∈ F, which is a contradiction.

If XX ′ = 0, the it will fall into Theorem 4.3, so we may assume
rank(XX ′) = 1. Since XX ′wn ∈ M s

n(F ), there is g1 ∈ G′, such that

g1(XX ′wn)
t
g1 =


εi 0 · · · 0
0 0 · · · 0
· · · · · ·
0 0 · · · 0

 .

Therefore,

g1(XX ′)ε(g1) =


0 · · · 0 εi
0 · · · 0 0
· · · · · ·
0 · · · 0 0

 .

Let X1 = g1X, and W be the first row of X1. By Lemma 3.3 in [22] or
Lemma 4.2 in [19], there is h1 ∈ Gm, such thatWh−1

1 = (c0, 0, · · · , 0, c1) ∈
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F 2m+1. By the fact that X1X
′
1 = (X1h

−1
1 )(X1h

−1
1 )′, we have: 2c0c1 =

−εi ̸= 0. Let h2 = diag(c0, 1, · · · , 1, c−1
0 ) ∈ Gm and h = h1h2, then

Wh−1 =
(
1, 0, · · · , 0,−εi

2

)
∈ F 2m+1.

Let m1 = diag(g1, h, ε(g1)
−1) ∈ M, X̄ = g1Xh−1 and Ȳ = g1Y ε(g1).

Then Ad(m1) ◦ L(X,Y ) = L(X̄, Ȳ ). By Lemma 4.1, we may assume
the first r columns of X̄ are linearly independent. By classical Gaussian
Elimination, we can find g2 ∈ G′, such that

g2X̄ =

(
Ir B A
0 B1 A1

)
.

Where r = rrank(X̄) = rrank(X), B ∈ Mr×(κ−2r)(F ), A ∈ Mr×r(F ), B1 ∈
M(n−r)×(κ−2r)(F ), A1 ∈ M(n−r)×r(F ) and the first row of gX̄ equals to

that of X̄, which is Wh−1.
Let

X2 =

(
Ik B A−Hi

0 B1 A1

)
.

Then it can be verified that X2X
′
2 = 0. By a similar proof as Lemma 4.2,

there is h3 ∈ Gm such that X2h
−1
3 = Er. Moreover, by the construction

of h3 there, it can be checked that(
0 0 Hi

0 0 0

)
h−1
3 =

(
0 0 Hi

0 0 0

)
.

Now let g′ = g2g1, h
′ = h3h,m2 = diag(g′, h′, ε(g′)−1) ∈ M. Then

Ad(m2)◦L(X,Y ) = L(Ei
r, g

′Y ε(g′)). By the proof in Theorem 4.3, there
exists g3 ∈ G′ so that ε(g3) ◦ [g′Y ε(g′)] = Bn and ε(g3) fixes Ei

r(E
i
r)

′.
Thus by Lemma 3.1 in [4], there is h ∈ Gm such that g3E

i
rh

−1 = Ei
r. Let

m3 = diag(g3, h, ε(g3)
−1), then Ad(m3) ◦ L(Ei

r, g
′Y ε(g′)) = L(Ei

r, Bn).
Setting m = m3m2m1 will finish the proof of the lemma. □

With these preparation, we may go back to finish the proof of Theorem
4.6 for the case n is odd. Let Vi = {L(X,Y ) ∈ V| rrank(X) = i}, V ′

i =
Vi ∩ V ′(i = 1, · · · , q). Let r be the maximal integer so that Vr is not
empty, then V ′

r is a dense open subset of V. For any L(X0, Y0) ∈ V ′
r, there

is an m ∈ M so that Ad(m)◦L(X0, Y0) = L(Ei
r, Bn) by Lemma 4.8. We

may assume that both L(X0, Y0) and L(Ei
r, Bn) are contained in V ′

r by a
certain adjoint action of M on V ′

r. Thus, m may be assumed to be inside
MV . Since there are finite such L(Ei

r, Bn), V is prehomogeneous. □
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Theorem 4.9. Suppose G is symplectic or G is type Bl with n even.
Then every maximal prehomogeneous subgroup of N which contains N2

is abelian, these groups are conjugate to each other under Int(M).

Proof. Let X1 = {(X, 0) ∈ Mn×(2m)(F )|X ∈ Mn×m(F )},

I =

{
n(X,Y )|X ∈ X1, Y ∈

{
M̄ ε

n(F ), if G = SO2l+1(F )

M ε
n(F ), if G = Sp2l(F )

}
.

Then I is obviously abelian, it is a maximal prehomogeneous subgroup
of N by Theorem 4.3, 4.5 and 4.6. Suppose I ′ is another maximal
prehomogeneous subgroup of N containing N2, we’ll show that I ′ is
conjugate to I under Int (M).

Let Λ = Lie(I ′), the Lie subalgebra of I ′. Choose L(X◦, Y◦) ∈ Λ such
that rank(X◦) = max{rank(X)|L(X,Y ) ∈ Λ} = i (i ≤ k). Since Λ
contains n2 and is prehomogeneous, by Theorem 4.5 and 4.6, Λ ⊂ E .
Then by Lemma 4.2, there is m ∈ M, such that

Ad(m) ◦ L(X◦, Y◦) = L(Ei, Y
′
0)

for a suitable Y ′
0 ∈ M ε

n(F ) or M̄ ε
n(F ).

Let Λ′ = Ad(m)◦Λ. We first prove that for any element L(X,Y ) ∈ Λ′,
X has the form

X =

(
∗ ∗ ∗ ∗
∗ 0 0 0

)
.

Suppose otherwise there is an element L(X,Y ) ∈ Λ′, with

X =

(
∗ ∗ ∗ ∗
∗ ⋄ ⋄ ⋄

)
.

Where the diamond blocks are not all zero. Since Λ′ is a vector space,
there is L(X ′, Y ′) ∈ Λ′, with

X ′ =

(
xIi + ∗ ∗ ∗ ∗

∗ ⋄ ⋄ ⋄

)
for any x ∈ F. But it’s obvious that rank(X ′) > i, which is a contradic-
tion to the choice of L(X◦, Y◦).

For the same reason, all elements in Λ′ must be in the form as:

X =

(
∗ 0 0 0
∗ 0 0 0

)
,

or

X =

(
∗ ∗ ∗ ∗
0 0 0 0

)
.
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In the first case, Λ′ ⊂ Lie(I) and since Λ′ is a maximal prehomogeneous
space, one must have Λ′ = Lie(I). Therefore I = Int(m) ◦ I ′.

In the second case, first of all, any element L(X,Y ) in Λ′ must have
its first component X satisfy the following form:

X =

(
∗ ∗ ∗ 0
0 0 0 0

)
.

Since otherwise there will be an element L(X̄, Ȳ ) ∈ Λ′, with

X̄ =

(
xIi + ∗ ∗ ∗ ⋄

0 0 0 0

)
.

Where the block marked by diamond is nonzero. Then it contradicts to
X̄X̄ ′ = 0.

Secondly, by the same reason as above, if an element L(X,Y ) ∈ Λ′

with some nonzero columns in the blocks marked by diamonds below:

X =

(
∗ ⋄ ⋄ 0
0 0 0 0

)
.

Then the conjugate columns of the above ones in any X̄ must be zero,
where L(X̄, Ȳ ) ∈ Λ′ is arbitrary. Therefore, all columns in any X can
be nonzero only within conjugate irrelevant ones. By a same proof as
in Lemma 4.1, we can choose s ∈ Gm such that for every L(X,Y ) ∈ Λ′,

Ad(s) ◦ L(X,Y ) = L(X̃, Ỹ ), with X̃ carrying the following form:

X̃ =

(
∗ 0 0 0
0 0 0 0

)
.

i,e. Ad(s) ◦ Λ′ ⊂ Lie(I). Thus, by the maximality of I ′, Ad(s) ◦ Λ′ =
Lie(I). □

5. Maximal Prehomegeneous Spaces on Dl

Lemma 5.1. Suppose G is type Dl, Ω and Ωr are defined similarly
as in section 4. Then for any n(X,Y ) ∈ Ωr, there is an s which is
a representative of the Weyl group element in Gm, such that if we set
W = Xs, then rank{W1,W2, · · · ,Wr} = r or r − 1.

Proof. For any n(X,Y ) ∈ Ωr, suppose {Xi1 , Xi2 , · · · , Xir} are conjugate
irrelevant columns of X such that rank(Xi1 , Xi2 , · · · , Xir) = r. Without



77 Yu and Wang

loss of generality, we amy assume further that i1 < i2 < · · · < ip−1 <

m ≤ ip < · · · < ir. Let a =
[
r−p+1

2

]
and

s1 =
a∏

k=1

sein+p+2k
+ein+p+2k+1

∈ M.

Notice that multiplyingX by sein+p+2k
+ein+p+2k+1

from right, it results

in interchanging the ip+2k−th column of X with the conjugate column
of ip+2k+1−th and the ip+2k+1−th column with the conjugate one of
ip+2k−th, leaving all other columns unchanged. Therefore, if we set
W ′ = Xs1, then by the fact that all these columns {Xi1 , Xi2 , · · · , Xir}
are conjugate irrelevant, there are r linearly independent columns in the
first m columns of W ′ if r−p+1 is even, and r−1 linearly independent
ones if r − p+ 1 is odd.

We can then adopt the same method in Lemma 4.1 to choose a rep-
resentative of Weyl group element s2, such that by multiplying it to W ′

from right, it will result in grouping {Xi1 , Xi2 , · · · , Xir} to the first r
columns if r − p + 1 is even; or grouping {Xi1 , Xi2 , · · · , Xir−1} to the
first r−1 columns, leaving Xir to be the (m+1)−th column, if r−p+1
is odd. Setting s = s2s1 will finish the proof of the lemma. □
Lemma 5.2. Suppose G is the same as above. Then for any n(X,Y ) ∈
Ωr, there is m = diag(g, h, ε(g)−1) ∈ M, such that Int(m) ◦ n = n(Er,
gY ε(g)) or n(E′

r, gY ε(g)). Where

E′
r =

(
Ir−1 0 Pr

0 0 0

)
∈ Mn×κ(F ),

with

Pr =


0 · · · 0 0
· · · · · ·
0 · · · 0 0
1 · · · 0 0

 ∈ Mr(F ).

Proof. This is an analogue of Lemma 4.2, the proof is similar with a
slight modification. □
Theorem 5.3. Suppose G is the same as above. Then for each r ≤ q,
Er is a prehomogeneous algebraic set under Ad(M). In particular, E is
a prehomogeneous algebraic set and there is only one open orbit.

Proof. This is an analogue of Theorem 4.3 and the proof is almost the
same as the part for SO2l+1(F ) case there. □
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Theorem 5.4. Let G be as above and E be defined as in section 4.
Suppose V is a subspace of n containing n2 as a proper subspace. If n
is even, then V is prehomogeneous if and only if for any L(X,Y ) ∈ V,
XX ′ = 0. If n is odd, then V is prehomogeneous if and only if for any
L(X,Y ) ∈ V, rank(XX ′) ≤ 1. In particular, n is prehomegeneous under
Ad(M) if and only if it is abelian.

Proof. This is a counterpart of Theorem 4.6, the proof is exactly the
same. By this Theorem, n is prehomogeneous only if n = 1 or m = 0.
In both cases, n is abelian. □
Theorem 5.5. Suppose G is the same as above and n is even. Then
every maximal prehomogeneous subgroup of N cantaining N2 is abelian,
these groups are conjugate to each other under Int(M).

Proof. Similar to Theorem 4.9. □
Remark: The results in this paper are not coincident. In general, by
using the same methods in this article, it’s not hard to show that if O
is a subspace of n, then O is prehomogeneous under its stabilizer if and
only if for any L(X,Y ) ∈ O,

rank(XX ′ + Y ) = rank(XX ′) + rank(Y ) ≤ n.

This should give us a complete determination of all prehomogeneous
subspaces in n, as mentioned at the beginning.
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List of Main mathematical Symbols

F : An infinite field.
G : F−rational points of a split reductive connected classical orthog-

onal or symplectic group of split rank l defined over F.
Gm : A group with same type as G of split rank m.
P : A maximal parabolic subgroup of G.
M : The Levi subgroup of P.
N : The unipotent radical of P.
n : Lie algebra of N.
n1 : One step nilpotent subspace of n.
n2 : Two step nilpotent subspace of n.
X ′ : A linear transformation defined in Lemma 3.3.
n(X,Y ) : An element of N with X,Y satisfying Lemma 3.3.
L(X,Y ′) : An element of n with components X,Y ′ as in equation

(3.1).
M ε

n(F ) : The space of ε−symmetric matrices in Mn(F ).
M̄ ε

n(F ) : The space of ε−skew-symmetric matrices in Mn(F ).

M̃ ε
n(F ) : Subset of M ε

n(F ) whose elements have rank n.

M̂ ε
n(F ) : Subset of M̄ ε

n(F ) whose elements have rank [n2 ].

ε(Y ) := wn
tY w−1

n .
ε(g) ◦A := gAε(g).
ε̄(g) ◦A := gA(tg).
E := {L(X,Y ′) ∈ n| XX ′ = 0}.
Er := {L(X,Y ′)| L(X,Y ′) ∈ E , rrank(X) = r}, r = 1, 2, · · · , q.
Ω := {exp(L(X,Y ′))| L(X,Y ′) ∈ E}.
Ωr := {exp(L(X,Y ′))| L(X,Y ′) ∈ Er}.
Ω′
r := {n(X,A)| n(X,A) ∈ Ωr, A has maximal rank in n2}.

V : A subspace of n.
MV : The stabilizer of V in M.
Vr := V ∩ Er.
V ′ : A certain dense open subset of V.
V ′
r := V ′ ∩ Er.

O : A subspace of n containing V.
O′ : A certain dense open subset of O.
M s

n(F ) : The space of symmetric matrices in Mn(F ).
M ss

n (F ) : The space of skew-symmetric matrices in Mn(F ).
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