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Abstract. A matrix P ∈ Cn×n is called a generalized reflec-
tion matrix if PH = P and P 2 = I. An n×n complex matrix A
is said to be a reflexive (anti-reflexive) matrix with respect to
the generalized reflection matrix P if A = PAP (A = −PAP ).
In this paper, we introduce two iterative methods for solving
the pair of matrix equations AXB = C and DXE = F over
reflexive and anti-reflexive matrices. The convergence of the
iterative methods is also proposed. Finally, a numerical exam-
ple is given to show the efficiency of the presented results.
Keywords: Matrix equation, reflexive matrix, anti-reflexive
matrix.
MSC(2010): Primary: 15A06, 15A24; Secondary: 65F30,
65F10.

1. Introduction

In this paper, we shall adopt the following notations and concepts
[21, 19]. Let Cm×n denote the set of all m× n complex matrices. .
We denote by In the n × n identity matrix. We also write it as I,
when the dimension of this matrix is clear. Symbols AT , AH , tr(A)
and R(A) denote the transpose, the conjugate transpose, the trace
and the column space of the matrix A respectively. The symbol
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Finite iterative methods for solving systems 296

A⊗B stands for the Kronecker product of matrices A and B. The
inner product ⟨., .⟩ in Cm×n over the field R is defined as follows:

⟨A,B⟩ = Re(tr(BHA)) for A,B ∈ Cm×n,

that is ⟨A,B⟩ is the real part of the trace of BHA [34]. The induced

matrix norm is ||A|| =
√

⟨A,A⟩ =
√
Re(tr(AHA)) =

√
tr(AHA),

which is the Frobenius norm. For A = [a1, a2, ..., am] ∈ Cm×n,
the stretching vec(A) is defined by vec(A) = [ aT1 , aT2 , ..., aTm ]T .
In [1, 35], the subspaces

Cn×n
r (P ) = {A ∈ Cn×n : A = PAP},

and
Cn×n

a (P ) = {A ∈ Cn×n : A = −PAP},
are introduced where P of size n is generalized reflection matrix,
that is PH = P and P 2 = I. The matrices A ∈ Cn×n

r (P ) and
B ∈ Cn×n

a (P ) are, respectively, said to be reflexive and anti-reflexive
matrices with respect to the generalized reflection matrix P . The
reflexive and anti-reflexive matrices have many special properties
and widely used in engineering and scientific computations [1].
Matrix equations are very useful in engineering problems, infor-
mation theory, linear system theory, linear estimation theory, nu-
merical analysis theory, and others. Hence various linear matrix
equations have been investigated [5, 10, 23, 24, 32]. In [3, 18, 33],
the matrix equation

AX = B,

was discussed over symmetric and positive definite matrices. In
[29], the problem of solution to the matrix equation

AX +XTC = B,

was considered by the Moore-Penrose generalized inverse matrix,
and a general solution to this equation was obtained. Mitra [25, 26]
provided conditions for the existence of a solution and a represen-
tation of the general common solution to the matrix equations

AX = C, XB = D,

and the matrix equations

(1.1) A1XB1 = C1 and A2XB2 = C2.
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Navarra et al. [27] studied a representation of the general common
solution to the matrix equations (1.1). In [30], Wang considered the
matrix equations (1.1) over an arbitrary regular ring with identity
and derived the necessary and sufficient conditions for the existence
and the expression of the general solution to the system. Also Wang
in [31], considered the system of four linear matrix equations over
an arbitrary von Neumann regular ring with identity. Huang et
al. [22] constructed a new iterative method for solving the linear
matrix equation AXB = C over skew-symmetric matrix X. Peng
et al. [28] presented an iterative method to solve the minimum
Frobenius norm residual problem

min ||AXB − C||,

with unknown symmetric matrixX. Based on the hierarchical iden-
tification principle [14, 17], Ding and Chen presented the hierarchi-
cal gradient iterative (HGI) algorithms for general matrix equations
[13] and hierarchical least-squares-iterative (HLSI) algorithms for
generalized coupled Sylvester matrix equation and general coupled
matrix equations [16, 14, 15]. In [6, 20, 7, 8, 9, 12], some efficient
iterative algorithms were introduced to solve Sylvester and Lya-
punov matrix equations. In this paper, we study the pair of matrix
equations

(1.2) AXB = C and DXE = F,

over reflexive and anti-reflexive matrices, where A ∈ Cp×n, B ∈
Cn×q, D ∈ Cs×n, E ∈ Cn×t, C ∈ Cp×q, and F ∈ Cs×t are known.
First we consider the following four problems.

Problem 1.1. For given matrices A ∈ Cp×n, B ∈ Cn×q, D ∈ Cs×n,
E ∈ Cn×t, C ∈ Cp×q, F ∈ Cs×t and the generalized reflection matrix
P ∈ Cn×n , find X ∈ Cn×n

r (P ) such that (1.2) holds.

Problem 1.2. When Problem 1.1 is consistent, let its solution set

be denoted by Sr. For a given X̂ ∈ Cn×n
r (P ), find X̃ ∈ Sr such that

(1.3) ||X̃ − X̂|| = min
X∈Sr

||X − X̂||.
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Problem 1.3. For given matrices A ∈ Cp×n, B ∈ Cn×q, D ∈ Cs×n,
E ∈ Cn×t, C ∈ Cp×q, F ∈ Cs×t and the generalized reflection matrix
P ∈ Cn×n , find X ∈ Cn×n

a (P ) such that (1.2) holds.

Problem 1.4. When Problem 1.3 is consistent, let its solution set

be denoted by Sa. For a given X̂ ∈ Cn×n
a (P ), find X̃ ∈ Sa such that

(1.3) holds.

This paper is organized as follows: In Section 2, first we obtain
two new pairs of matrix equations equivalent to the pair of matrix
equations (1.2) over reflexive and anti-reflexive matrices, respec-
tively, and second we present new four problems. Second, two iter-
ative methods are given for solving new problems. The convergence
results of the iterative methods are proposed in Section 3. In Sec-
tion 4, we employ a numerical example to support the theoretical
results of this paper. Also we give some conclusions in Section 5 to
end this paper.

2. Preparatory knowledge

In this section, first by using results in [35, 2], we give the struc-
ture and properties of P , Cn×n

r (P ) and Cn×n
a (P ).

Let P ∈ Cn×n be a given generalized reflection matrix. From [2],
there exists an unitary matrix U ∈ Cn×n such that

(2.1) P = U

(
Ir 0
0 −In−r

)
UH .

By applying (2.1), we can show [35]:
(a): A ∈ Cn×n

r (P ) if and only if there exist Z1 ∈ Cr×r and Z4 ∈
C(n−r)×(n−r) such that

(2.2) A = U

(
Z1 0
0 Z4

)
UH .

(b): A ∈ Cn×n
a (P ) if and only if there exist Z2 ∈ Cr×(n−r) and

Z3 ∈ C(n−r)×r such that

(2.3) A = U

(
0 Z2

Z3 0

)
UH .
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Now, for generalized reflection matrix P ∈ Cn×n and the matrices
A ∈ Cp×n, B ∈ Cn×q, D ∈ Cs×n, E ∈ Cn×t, C ∈ Cp×q, F ∈ Cs×t,
we present the following decompositions:

(2.4) P = U

(
Ir 0
0 −In−r

)
UH ,

(2.5) AU = (A1, A2), DU = (D1, D2),

(2.6) UHB = (BT
1 , B

T
2 )

T , UHE = (ET
1 , E

T
2 )

T ,

where U ∈ Cn×n is an unitary matrix and A1, D1 ∈ Cp×r, A2, D2 ∈
Cp×(n−r), B1, E1 ∈ Cr×q, B2, E2 ∈ C(n−r)×q. In the rest of this pa-
per, without loss of generality, we suppose that the matrices A,B,D
and E have the above decompositions.

Theorem 2.1. Let A ∈ Cp×n, B ∈ Cn×q, D ∈ Cs×n, E ∈ Cn×t,
C ∈ Cp×q, F ∈ Cs×t, and P be a generalized reflection matrix of size
n. For the pair of matrix equations (1.2), the following statements
are equivalent:
(1) The pair of matrix equations (1.2) has the reflexive solution
X ∈ Cn×n

r (P ).

(2) The following coupled matrix equations have a solution pair:

(2.7) A1X1B1 + A2X4B2 = C and D1X1E1 +D2X4E2 = F.

In that case, the reflexive solution of (1.2) can be expressed as the
following

(2.8) X = U

(
X1 0
0 X4

)
UH ,

where X1 ∈ Cr×r, X4 ∈ C(n−r)×(n−r) and U , UH are as in (2.1).

Proof. By substituting (2.4)-(2.6) and (2.8) in (1.2), we can obtain{
AXB = C,
DXE = F,

⇔


(A1, A2)U

HU

(
X1 0
0 X4

)
UHU

(
B1

B2

)
= C,

(D1, D2)U
HU

(
X1 0
0 X4

)
UHU

(
E1

E2

)
= F,
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⇔
{

A1X1B1 + A2X4B2 = C,
D1X1E1 +D2X4E2 = F.

Hence (1) is equivalent to (2). Now the proof is completed. □

Similar to the proof of Theorem 2.1, we can prove the following
theorem.

Theorem 2.2. Let A ∈ Cp×n, B ∈ Cn×q, D ∈ Cs×n, E ∈ Cn×t,
C ∈ Cp×q, F ∈ Cs×t, and P be a generalized reflection matrix of size
n. For the pair of matrix equations (1.2), the following statements
are equivalent:
(1) The pair of matrix equations (1.2) has the anti-reflexive solution
X ∈ Cn×n

a (P ).

(2) The following coupled matrix equations have a solution pair:

(2.9) A1X2B2 + A2X3B1 = C and D1X2E2 +D2X3E1 = F.

In that case, the anti-reflexive solution of (1.2) can be expressed as
the following

(2.10) X = U

(
0 X2

X3 0

)
UH ,

where X2 ∈ Cr×(n−r), X3 ∈ C(n−r)×r and U , UH are as in (2.1).

From Theorems 2.1 and 2.2, we conclude that the matrix equations
(2.7) and (2.9) are equivalent to the pair of matrix equations (1.2)
over reflexive and anti-reflexive matrices, respectively. Therefore,
in the rest of this paper, we study the matrix equations (2.7) and
(2.9). Now the following four problems are considered:

Problem 2.1. Given A1, D1 ∈ Cp×r, A2, D2 ∈ Cp×(n−r), B1, E1 ∈
Cr×q, B2, E2 ∈ C(n−r)×q, C ∈ Cp×q and F ∈ Cs×t. Find matrix pair
[X1, X4] with X1 ∈ Cr×r, X4 ∈ C(n−r)×(n−r) such that

(2.11) A1X1B1 + A2X4B2 = C and D1X1E1 +D2X4E2 = F.

Problem 2.2. Let Problem 2.1 be consistent, and its solution pair

set be denoted by S1. For a given matrix pair [X̂1, X̂4] with X̂1 ∈
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C r×r, X̂4 ∈ C (n−r)×(n−r) find [X̃1, X̃4] with X̃1 ∈ C r×r,

X̃4 ∈ C (n−r)×(n−r) such that
(2.12)

||X̃1 − X̂1||2 + ||X̃4 − X̂4||2 = min
[X1,X4]∈S1

||X1 − X̂1||2 + ||X4 − X̂4||2.

Problem 2.3. Given A1, D1 ∈ Cp×r, A2, D2 ∈ Cp×(n−r), B1, E1 ∈
Cr×q, B2, E2 ∈ C(n−r)×q, C ∈ Cp×q and F ∈ Cs×t. Find matrix pair
[X2, X3] with X2 ∈ Cr×(n−r), X3 ∈ C(n−r)×r such that

(2.13) A1X2B2 + A2X3B1 = C and D1X2E2 +D2X3E1 = F.

Problem 2.4. Let Problem 2.3 be consistent, and its solution pair

set be denoted by S2. For a given matrix pair [X̂2, X̂3] with X̂2 ∈
Cr×(n−r), X̂3 ∈ C(n−r)×r find [X̃2, X̃3] with X̃2 ∈ Cr×(n−r), X̃3 ∈
C(n−r)×r such that
(2.14)

||X̃2 − X̂2||2 + ||X̃3 − X̂3||2 = min
[X2,X3]∈S2

||X2 − X̂2||2 + ||X3 − X̂3||2.

In fact, Problem 2.2 (2.4) is to find the optimal approximation

solution pair to the given matrix pair [X̂1, X̂4] ([X̂2, X̂3]) in the
solution pair set of Problem 2.1 (2.3).
Now, two new iterative methods are given for solving Problems
2.1-2.4.

Method 1. (To solve Problems 2.1 and 2.2)

Step 1.1. Given A1, D1 ∈ Cp×r, A2, D2 ∈ Cp×(n−r), B1, E1 ∈ Cr×q,
B2, E2 ∈ C(n−r)×q, C ∈ Cp×q, F ∈ Cs×t, X1

1 ∈ Cr×r, X1
4 ∈

C(n−r)×(n−r);

Step 1.2. Compute

R1=

 C−A1X1
1B1−A2X1

4B2 0

0 F−D1X1
1E1−D2X1

4E2

;

P1=AH
1 (C−A1X1

1B1−A2X1
4B2)BH

1 +DH
1 (F−D1X1

1E1−D2X1
4E2)EH

1 ;

Q1=AH
2 (C−A1X1

1B1−A2X1
4B2)BH

2 +DH
2 (F−D1X1

1E1−D2X1
4E2)EH

2 ;

k := 1;
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Step 1.3. If Rk = 0 or Rk ̸= 0, Pk = 0, Qk = 0 then stop; else,
k := k + 1;

Step 1.4. Compute

Xk
1 = Xk−1

1 +
||Rk−1||2

||Pk−1||2 + ||Qk−1||2
Pk−1;

Xk
4 = Xk−1

4 +
||Rk−1||2

||Pk−1||2 + ||Qk−1||2
Qk−1;

Rk =

(
C − A1X

k
1B1 − A2X

k
4B2 0

0 F −D1X
k
1E1 −D2X

k
4E2

)
= Rk−1 −

||Rk−1||2

||Pk−1||2 + ||Qk−1||2

×
(

A1Pk−1B1 + A2Qk−1B2 0
0 D1Pk−1E1 +D2Qk−1E2

)
;

Pk = AH
1 (C − A1X

k
1B1 − A2X

k
4B2)B

H
1

+DH
1 (F −D1X

k
1E1 −D2X

k
4E2)E

H
1 +

||Rk||2

||Rk−1||2
Pk−1;

Qk = AH
2 (C − A1X

k
1B1 − A2X

k
4B2)B

H
2

+DH
2 (F −D1X

k
1E1 −D2X

k
4E2)E

H
2 +

||Rk||2

||Rk−1||2
Qk−1;

Step 1.5. Go to Step 1.3.

Method 2. (To solve Problems 2.3 and 2.4)

Step 2.1. Given A1, D1 ∈ Cp×r, A2, D2 ∈ Cp×(n−r), B1, E1 ∈ Cr×q,
B2, E2 ∈ C(n−r)×q, C ∈ Cp×q, F ∈ Cs×t, X1

2 ∈ Cr×(n−r), X1
3 ∈

C(n−r)×r;

Step 2.2. Compute

R1=

 C−A1X1
2B2−A2X1

3B1 0
0 F−D1X1

2E2−D2X1
3E1

;

P1=AH
1 (C−A1X1

2B2−A2X1
3B1)BH

2 +DH
1 (F−D1X1

2E2−D2X1
3E1)EH

2 ;

Q1=AH
2 (C−A1X1

2B2−A2X1
3B1)BH

1 +DH
2 (F−D1X1

2E2−D2X1
3E1)EH

1 ;

k := 1;
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Step 2.3. If Rk = 0 or Rk ̸= 0, Pk = 0, Qk = 0 then stop; else,
k := k + 1;

Step 2.4. Compute

Xk
2 = Xk−1

2 +
||Rk−1||2

||Pk−1||2 + ||Qk−1||2
Pk−1;

Xk
3 = Xk−1

3 +
||Rk−1||2

||Pk−1||2 + ||Qk−1||2
Qk−1;

Rk =

(
C − A1X

k
2B2 − A2X

k
3B1 0

0 F −D1X
k
2E2 −D2X

k
3E1

)
= Rk−1 −

||Rk−1||2

||Pk−1||2 + ||Qk−1||2

×
(

A1Pk−1B2 + A2Qk−1B1 0
0 D1Pk−1E2 +D2Qk−1E1

)
;

Pk = AH
1 (C − A1X

k
2B2 − A2X

k
3B1)B

H
2

+DH
1 (F −D1X

k
2E2 −D2X

k
3E1)E

H
2 +

||Rk||2

||Rk−1||2
Pk−1;

Qk = AH
2 (C − A1X

k
2B2 − A2X

k
3B1)B

H
1

+DH
2 (F −D1X

k
2E2 −D2X

k
3E1)E

H
1 +

||Rk||2

||Rk−1||2
Qk−1;

Step 2.5. Go to Step 2.3.

In the next section, the convergence results of the Methods 1 and
2 are given.

3. Convergence analysis

In this section, we first give some properties of the Methods 1
and 2. Second we show that these methods are convergent.

Lemma 3.1. Assume that the sequences {Ri}, {Pi} and {Qi} are
generated by Method 1 and there exists a positive integer number k
such that Ri ̸= 0 for i = 1, 2, ..., k, then
(3.1)
⟨Ri, Rj⟩ = 0, ⟨Pi, Pj⟩+ ⟨Qi, Qj⟩ = 0, for i, j = 1, 2, ..., k, i ̸= j.
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Proof.Because ⟨Ri, Rj⟩= ⟨Rj, Ri⟩,⟨Pi, Pj⟩ = ⟨Pj, Pi⟩ and ⟨Qi, Qj⟩ =
⟨Qj, Qi⟩ we only need to prove

(3.2) ⟨Ri, Rj⟩ = 0, and ⟨Pi, Pj⟩+ ⟨Qi, Qj⟩ = 0, for 1 ≤ i < j ≤ k.

We prove conclusion (3.2) by induction in two steps.
Step I: We firstly show that
(3.3)
⟨Ri, Ri+1⟩ = 0, and ⟨Pi, Pi+1⟩+ ⟨Qi, Qi+1⟩ = 0, for i = 1, 2, ..., k.

Let i = 1, we can get

⟨R1, R2⟩ = Re(tr(RH
2 R1)) = Re

(
tr
([

R1 −
||R1||2

||P1||2 + ||Q1||2

×
(

A1P1B1 + A2Q1B2 0
0 D1P1E1 +D2Q1E2

)]H
R1

))
= ||R1||2 −

||R1||2

||P1||2 + ||Q1||2

×Re
(
tr
((

A1P1B1 + A2Q1B2 0
0 D1P1E1 +D2Q1E2

)H

×
(

C − A1X
1
1B1 − A2X

1
4B2 0

0 F −D1X
1
1E1 −D2X

1
4E2

)))
= ||R1||2 −

||R1||2

||P1||2 + ||Q1||2

×Re
(
tr
(
(BH

1 PH
1 AH

1 +BH
2 QH

1 A
H
2 )(C − A1X

1
1B1 − A2X

1
4B2)

+(EH
1 PH

1 DH
1 + EH

2 QH
1 D

H
2 )(F −D1X

1
1E1 −D2X

1
4E2)

))
= ||R1||2−

||R1||2

||P1||2 + ||Q1||2
Re

(
tr
(
PH
1

[
AH

1 (C−A1X
1
1B1−A2X

1
4B2)B

H
1

+DH
1 (F −D1X

1
1E1 −D2X

1
4E2)E

H
1

]
+QH

1

[
AH

2 (C − A1X
1
1B1 − A2X

1
4B2)B

H
2

+DH
2 (F −D1X

1
1E1 −D2X

1
4E2)E

H
2

]))
= ||R1||2 −

||R1||2

||P1||2 + ||Q1||2
Re

(
tr
(
PH
1 P1 +QH

1 Q1

))
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(3.4) = 0.

And also we can obtain

⟨P1, P2⟩+ ⟨Q1, Q2⟩ = Re(tr(PH
2 P1)) + Re(tr(QH

2 Q1))

= Re
(
tr
([

AH
1 (C − A1X

2
1B1 − A2X

2
4B2)B

H
1 +DH

1 (F −D1X
2
1E1

−D2X
2
4E2)E

H
1 +

||R2||2

||R1||2
P1

]H
P1+

[
AH

2 (C−A1X
2
1B1−A2X

2
4B2)B

H
2

+DH
2 (F −D1X

2
1E1 −D2X

2
4E2)E

H
2 +

||R2||2

||R1||2
Q1

]H
Q1

))
= Re

(
tr
(
(C − A1X

2
1B1 − A2X

2
4B2)

HA1P1B1 + (F −D1X
2
1E1

−D2X
2
4E2)

HD1P1E1 + (C − A1X
2
1B1 − A2X

2
4B2)

HA2Q1B2

+(F −D1X
2
1E1 −D2X

2
4E2)

HD2Q1E2

))
+

||R2||2

||R1||2
(||P1||2 + ||Q1||2)

=Re

(
tr

( C−A1X2
1B1−A2X2

4B2 0
0 F−D1X2

1E1−D2X2
4E2

H

×
(

A1P1B1 + A2Q1B2 0
0 D1P1E1 +D2Q1E2

)))
+
||R2||2

||R1||2
(||P1||2 + ||Q1||2)

=
||P1||

2+||Q1||
2

||R1||2
Re

(
tr

(
RH

2 (R1−R2)

))
+

||R2||
2

||R1||2
(||P1||2+||Q1||2)

=
||P1||

2+||Q1||
2

||R1||2

[
⟨R1,R2⟩−||R2||2

]
+

||R2||
2

||R1||2
(||P1||2+||Q1||2)

(3.5) = 0.

Now suppose that (3.3) holds for i = u−1. For i = u, we can write

⟨Ru, Ru+1⟩ = Re(tr(RH
u+1Ru)) = Re

(
tr
([

Ru −
||Ru||2

||Pu||2 + ||Qu||2

×
(

A1PuB1 + A2QuB2 0
0 D1PuE1 +D2QuE2

)]H
Ru

))
= ||Ru||2 −

||Ru||2

||Pu||2 + ||Qu||2
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×Re
(
tr
((

A1PuB1 + A2QuB2 0
0 D1PuE1 +D2QuE2

)H

×

 C−A1Xu
1 B1−A2Xu

4 B2 0
0 F−D1Xu

1 E1−D2Xu
4 E2

))
= ||Ru||2 −

||Ru||2

||Pu||2 + ||Qu||2
Re

(
tr
(
PH
u

[
AH

1 (C − A1X
u
1B1

−A2X
u
4B2)B

H
1 +DH

1 (F −D1X
u
1E1 −D2X

u
4E2)E

H
1

]
+QH

u

[
AH

2 (C − A1X
u
1B1 − A2X

u
4B2)B

H
2

+DH
2 (F −D1X

u
1E1 −D2X

u
4E2)E

H
2

]))
= ||Ru||2 −

||Ru||2

||Pu||2 + ||Qu||2
Re

(
tr
(
PH
u

[
Pu −

||Ru||2

||Ru−1||2
Pu−1

]
+QH

u

[
Qu −

||Ru||2

||Ru−1||2
Qu−1

]))
= ||Ru||2 −

||Ru||2

||Pu||2 + ||Qu||2
(
||Pu||2 + ||Qu||2

)
+

||Ru||4

(||Pu||2 + ||Qu||2)||Ru−1||2
[
⟨Pu−1, Pu⟩+ ⟨Qu−1, Qu⟩

]
(3.6) = 0.

And we can obtain

⟨Pu, Pu+1⟩+ ⟨Qu, Qu+1⟩ = Re(tr(PH
u+1Pu)) + Re(tr(QH

u+1Qu))

= Re
(
tr
([

AH
1 (C − A1X

u+1
1 B1 − A2X

u+1
4 B2)B

H
1

+DH
1 (F −D1X

u+1
1 E1 −D2X

u+1
4 E2)E

H
1 +

||Ru+1||2

||Ru||2
Pu

]H
Pu

+
[
AH

2 (C − A1X
u+1
1 B1 − A2X

u+1
4 B2)B

H
2 +DH

2 (F −D1X
u+1
1 E1

−D2X
u+1
4 E2)E

H
2 +

||Ru+1||2

||Ru||2
Qu

]H
Qu

))
=Re

(
tr

( C−A1X
u+1
1 B1−A2X

u+1
4 B2 0

0 F−D1X
u+1
1 E1−D2X

u+1
4 E2

H
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×
(

A1PuB1 + A2QuB2 0
0 D1PuE1 +D2QuE2

)))
+
||Ru+1||2

||Ru||2
(||Pu||2 + ||Qu||2)

=
||Pu||2 + ||Qu||2

||Ru||2
Re

(
tr
(
RH

u+1(Ru −Ru+1)
))

+
||Ru+1||2

||Ru||2
(
||Pu||2 + ||Qu||2

)
=

||Pu||2+||Qu||2

||Ru||2

[
⟨Ru,Ru+1⟩−||Ru+1||2

]
+

||Ru+1||
2

||Ru||2

(
||Pu||2+||Qu||2

)
(3.7) = 0.

This implies that the conclusion (3.3) holds for i = u. Hence, the
conclusion(3.3) holds by principal of induction.
Step II: In this step, we assume that
(3.8)

⟨Ri, Ri+m⟩ = 0 and ⟨Pi, Pi+m⟩+ ⟨Qi, Qi+m⟩ = 0 for 1 ≤ i ≤ m

and 1 < m < k.
Now we show ⟨Ri, Ri+m+1⟩ = 0 and ⟨Pi, Pi+m+1⟩+⟨Qi, Qi+m+1⟩ =

0. Similar to the above results, first we can obtain

⟨P1, Pi+1⟩+ ⟨Q1, Qi+1⟩ = 0.

By using Step I, (3.8) and similar to the proofs of (3.4)-(3.7), we
can write

⟨Ri,Ri+m+1⟩=Re(tr(RH
i+m+1Ri))=Re

(
tr

([
Ri+m− ||Ri+m||2

||Pi+m||2+||Qi+m||2

×
(

A1Pi+mB1 + A2Qi+mB2 0
0 D1Pi+mE1 +D2Qi+mE2

)]H
Ri

))
= ⟨Ri, Ri+m⟩ −

||Ri+m||2

||Pi+m||2 + ||Qi+m||2

×Re
(
tr
((

A1Pi+mB1 + A2Qi+mB2 0
0 D1Pi+mE1 +D2Qi+mE2

)H

×
(

C − A1X
i
1B1 − A2X

i
4B2 0

0 F −D1X
i
1E1 −D2X

i
4E2

)))
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= − ||Ri+m||2

||Pi+m||2 + ||Qi+m||2
Re

(
tr
(
PH
i+m

[
Pi

− ||Ri||2

||Ri−1||2
Pi−1

]
+QH

i+m

[
Qi −

||Ri||2

||Ri−1||2
Qi−1

]))
= − ||Ri+m||2

||Pi+m||2 + ||Qi+m||2
[
⟨Pi, Pi+m⟩+ ⟨Qi, Qi+m⟩

]
+

||Ri+m||2||Ri||2

(||Pi+m||2 + ||Qi+m||2)||Ri−1||2
[
⟨Pi−1, Pi+m⟩+ ⟨Qi−1, Qi+m⟩

]
(3.9) = . . . . . . . . . = n1(⟨P1, Pi+1⟩+ ⟨Q1, Qi+1⟩) = 0,

for certain n1. Also we can write

⟨Pi, Pi+m+1⟩+⟨Qi, Qi+m+1⟩ = Re(tr(PH
i+m+1Pi))+Re(tr(QH

i+m+1Qi))

= Re
(
tr
([

AH
1 (C − A1X

i+m+1
1 B1 − A2X

i+m+1
4 B2)B

H
1

+DH
1 (F −D1X

i+m+1
1 E1−D2X

i+m+1
4 E2)E

H
1 +

||Ri+m+1||2

||Ri+m||2
Pi+m

]H
Pi

+
[
AH

2 (C−A1X
i+m+1
1 B1−A2X

i+m+1
4 B2)B

H
2 +DH

2 (F−D1X
i+m+1
1 E1

−D2X
i+m+1
4 E2)E

H
2 +

||Ri+m+1||2

||Ri+m||2
Qi+m

]H
Qi

))
=Re

(
tr

((
C−A1X

i+m+1
1 B1−A2X

i+m+1
4 B2 0

0 F−D1X
i+m+1
1 E1−D2X

i+m+1
4 E2

)H

×
(

A1PiB1 + A2QiB2 0
0 D1PiE1 +D2QiE2

)))
+
||Ri+m+1||2

||Ri+m||2
(
⟨Pi, Pi+m⟩+ ⟨Qi, Qi+m⟩

)
=

||Pi||2 + ||Qi||2

||Ri||2
Re

(
tr
(
RH

i+m+1(Ri −Ri+1)
))

=
||Pi||2 + ||Qi||2

||Ri||2
[
⟨Ri, Ri+m+1⟩ − ⟨Ri+1, Ri+m+1⟩

]
(3.10) = . . . . . . . . . = n2(⟨P1, Pi+1⟩+ ⟨Q1, Qi+1⟩) = 0,
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for certain n2. By Steps I and II, the conclusion (3.2) holds by the
principal of induction. □

By a similar proof to the previous lemma we can prove the fol-
lowing lemma.

Lemma 3.2. Assume that the sequences {Ri}, {Pi} and {Qi} are
generated by Method 2 and there exists a positive integer number k
such that Ri ̸= 0 for i = 1, 2, ..., k, then
(3.11)
⟨Ri, Rj⟩ = 0, ⟨Pi, Pj⟩+ ⟨Qi, Qj⟩ = 0, for i, j = 1, 2, ..., k, i ̸= j.

Lemma 3.3. Suppose that the coupled matrix equations (2.7) are
consistent and [X∗

1 , X
∗
4 ] is a solution pair of (2.7). Then, for any

initial matrix pair [X1
1 , X

1
4 ], it holds that

(3.12) ⟨Pi, (X
∗
1 −X i

1)⟩+ ⟨Qi, (X
∗
4 −X i

4)⟩ = ||Ri||2, for i = 1, 2, ...,

where the sequences {Pi}, {Qi}, and {Ri} are generated by Method
1.

Proof. We prove the conclusion by induction. When i = 1, we have

⟨P1, (X
∗
1 −X1

1 )⟩+ ⟨Q1, (X
∗
4 −X1

4 )⟩

= Re
(
tr
(
(X∗

1 −X1
1 )

HP1

))
+Re

(
tr
(
(X∗

4 −X1
4 )

HQ1

))
= Re

(
tr
(
(X∗

1 −X1
1 )

H [AH
1 (C − A1X

1
1B1 − A2X

1
4B2)B

H
1

+DH
1 (F −D1X

1
1E1 −D2X

1
4E2)E

H
1 ]

))
+Re

(
tr
(
(X∗

4 −X1
4 )

H [AH
2 (C − A1X

1
1B1 − A2X

1
4B2)B

H
2

+DH
2 (F −D1X

1
1E1 −D2X

1
4E2)E

H
2 ]

))
= Re

(
tr
(
(C − A1X

1
1B1 − A2X

1
4B2)

HA1(X
∗
1 −X1

1 )B1

+(F −D1X
1
1E1 −D2X

1
4E2)

HD1(X
∗
1 −X1

1 )E1

))
+Re

(
tr
(
(C − A1X

1
1B1 − A2X

1
4B2)

HA2(X
∗
4 −X1

4 )B2

+(F −D1X
1
1E1 −D2X

1
4E2)

HD2(X
∗
4 −X1

4 )E2

))
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=Re

(
tr

( (C−A1X1
1B1−A2X1

4B2)H 0
0 (F−D1X1

1E1−D2X1
4E2)H


×

 A1(X∗
1−X1

1 )B1+A2(X∗
4−X1

4 )B2 0
0 D1(X∗

1−X1
1 )E1+D2(X∗

4−X1
4 )E2

))
=Re

(
tr

( C−A1X1
1B1−A2X1

4B2 0
0 F−D1X1

1E1−D2X1
4E2

H

×
(

C − A1X
1
1B1 − A2X

1
4B2 0

0 F −D1X
1
1E1 −D2X

1
4E2

)))
(3.13) = ||R1||2.
Now suppose that the conclusion (3.12) holds for 1 ≤ i ≤ l. Then
for i = l + 1, we get

⟨Pl+1, (X
∗
1 −X l+1

1 )⟩+ ⟨Ql+1, (X
∗
4 −X l+1

4 )⟩

= Re
(
tr
(
(X∗

1 −X l+1
1 )HPl+1

))
+Re

(
tr
(
(X∗

4 −X l+1
4 )HQl+1

))
= Re

(
tr
(
(X∗

1 −X l+1
1 )H [AH

1 (C − A1X
l+1
1 B1 − A2X

l+1
4 B2)B

H
1

+DH
1 (F −D1X

l+1
1 E1 −D2X

l+1
4 E2)E

H
1 +

||Rl+1||2

||Rl||2
Pl]

))
+Re

(
tr
(
(X∗

4 −X l+1
4 )H [AH

2 (C − A1X
l+1
1 B1 − A2X

l+1
4 B2)B

H
2

+DH
2 (F −D1X

l+1
1 E1 −D2X

l+1
4 E2)E

H
2 +

||Rl+1||2

||Rl||2
Ql]

))
=Re

(
tr

( C−A1X
l+1
1 B1−A2X

l+1
4 B2 0

0 F−D1X
l+1
1 E1−D2X

l+1
4 E2

H

×

 C−A1X
l+1
1 B1−A2X

l+1
4 B2 0

0 F−D1X
l+1
1 E1−D2X

l+1
4 E2

))
+
||Rl+1||2

||Rl||2
Re

(
tr
(
(X∗

1 −X l+1
1 )HPl + (X∗

4 −X l+1
4 )HQl+1

))
= ||Rl+1||2 +

||Rl+1||2

||Rl||2
Re

(
tr
(
(X∗

1 −X l
1)

HPl + (X∗
4 −X l

4)
HQl

))
− ||Rl+1||2

||Pl||2 + ||Ql||2
Re

(
tr
(
PH
l Pl +QH

l Ql

))
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(3.14) = ||Rl+1||2.
By induction principal, the conclusion (3.12) holds for i = 1, 2, ....

□
Similar to the proof of Lemma 3.3, we can prove the following

lemma.

Lemma 3.4. Suppose that the coupled matrix equations (2.9) are
consistent and [X∗

2 , X
∗
3 ] is a solution pair of (2.9). Then, for any

initial matrix pair [X1
2 , X

1
3 ], it holds that

(3.15) ⟨Pi, (X
∗
2 −X i

2)⟩+ ⟨Qi, (X
∗
3 −X i

3)⟩ = ||Ri||2, for i = 1, 2, ...,

where the sequences {Pi}, {Qi}, and {Ri} are generated by Method
2.

Remark 3.1. From Lemma 3.4 (3.3), we can easily see if Pk = 0
or Qk = 0 but Rk ̸= 0, then the matrix equations (2.9) ((2.7))
are not consistent. Then, the solvability of the matrix equations
(2.9) ((2.7)) can be determined by Method 1 (2) in the absence of
roundoff errors. Hence the solvability of the pair of matrix equations
(1.2) over reflexive and anti-reflexive matrices can be determined by
Methods 1 and 2 in the absence of roundoff errors, respectively.

Theorem 3.1. Assume that Problem 2.1 is consistent. Then by
Method 1 with any arbitrary initial matrix pair [X1

1 , X
1
4 ], a solution

pair of Problem 2.1 can be obtained with finite iteration steps in the
absence of roundoff errors.

Proof. If Ri ̸= 0 (i = 1, 2, ..., 2(pq + st)), then from Lemma 3.3, we
have Pi ̸= 0 or Qi ̸= 0 (i = 1, 2, ..., 2(pq + st)). We can calculate

Rpq+st+1 and [X
2(pq+st)+1
1 , X

2(pq+st)+1
4 ] by Method 1. We can obtain

Re(tr(RH
2(pq+st)+1Ri)) = 0, i = 1, 2, ..., pq + st,

and
Re(tr(RH

i Rj)) = 0, i, j = 1, 2, ..., 2(pq + st), i ̸= j.

It can be seen that the set of R1, R2, ..., R2(pq+st) is an orthogonal
basis of subspace

S =
{
M |M =

(
M1 0
0 M4

)
where M1 ∈ Cp×q and M4 ∈ Cs×t

}
.
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Hence R2(pq+st)+1 = 0, i.e. the matrix pair [Xpq+st+1
1 , X

2(pq+st)+1
4 ] is

a solution of Problem 2.1. Thus when Problem 2.1 is consistent, we
can verify that the solution of Problem 2.1 can be obtained within
finite iterative steps in the absence of roundoff errors. □

Similar to the proof of Theorem 3.1, we can prove the following
theorem.

Theorem 3.2. Assume that Problem 2.3 is consistent. Then by
Method 2 with any arbitrary initial matrix pair [X1

2 , X
1
3 ], a solution

pair of Problem 2.3 can be obtained with finite iteration steps in the
absence of roundoff errors.

Remark 3.2. By using Method 1 with any arbitrary initial matrix
pair [X1

1 , X
1
4 ], a reflexive solution of Problem 1.1 can be obtained

with finite iteration steps in the absence of roundoff errors by the
following form

X∗ = U

(
X∗

1 0
0 X∗

4

)
UH ,

where [X∗
1 , X

∗
4 ] is a solution pair of Problem 2.1.

Remark 3.3. By applying Method 2 with any arbitrary initial ma-
trix pair [X1

2 , X
1
3 ], an anti-reflexive solution of Problem 1.3 can be

obtained with finite iteration steps in the absence of roundoff errors
by the following form

X∗ = U

(
0 X∗

2

X∗
3 0

)
UH ,

where [X∗
2 , X

∗
3 ] is a solution pair of Problem 2.3.

Lemma 3.5. [22] Assume that the consistent system of linear equa-
tions Ay = b has a solution y∗ ∈ R(AH). Then y∗ is an unique least
Frobenius norm solution of the system of linear equations.

Theorem 3.3. Suppose that Problem 2.1 is consistent and the ini-
tial matrix pair [X1

1 , X
1
4 ] is considered as

(3.16) X1
1 = AH

1 NBH
1 +DH

1 N̂EH
1 , X1

4 = AH
2 NBH

2 +DH
2 N̂EH

2 ,
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where N and N̂ are arbitrary, or especially, X1
1 = 0 and X1

4 = 0.
Then the solution pair [X∗

1 , X
∗
4 ] generated by Method 1 is the least

Frobenius norm solution pair of the coupled matrix equations (2.7).

Proof. It is obvious that the coupled matrix equations (2.7) are
equivalent to the matrix equation(

BT
1 ⊗ A1 BT

2 ⊗ A2

ET
1 ⊗D1 ET

2 ⊗D2

)(
vec(X1)
vec(X4)

)
=

(
vec(C)
vec(F )

)
.

Now let N and N̂ be arbitrary matrices. We can write(
vec(AH

1 NBH
1 +DH

1 N̂EH
1 )

vec(AH
2 NBH

2 +DH
2 N̂EH

2 )

)
=

(
B1 ⊗ AH

1 E1 ⊗DH
1

B2 ⊗ AH
2 E2 ⊗DH

2

)(
vec(N)

vec(N̂)

)
=

(
BT

1 ⊗ A1 BT
2 ⊗ A2

ET
1 ⊗D1 ET

2 ⊗D2

)H (
vec(N)

vec(N̂)

)
∈ R

((
BT

1 ⊗ A1 BT
2 ⊗ A2

ET
1 ⊗D1 ET

2 ⊗D2

)H )
.

Therefore, if we consider

X1
1 = AH

1 NBH
1 +DH

1 N̂EH
1 and X1

4 = AH
2 NBH

2 +DH
2 N̂EH

2 ,

then Xk
1 and Xk

4 , generated by Method 1 satisfy(
vec(Xk

1 )
vec(Xk

4 )

)
∈ R

((
BT

1 ⊗ A1 BT
2 ⊗ A2

ET
1 ⊗D1 ET

2 ⊗D2

)H )
.

According to these results, with the initial matricesX1
1 = AH

1 NBH
1 +

DH
1 N̂EH

1 and X1
4 = AH

2 NBH
2 +DH

2 N̂EH
2 where N and N̂ are arbi-

trary, or especially, X1
1 = 0 and X1

4 = 0, the solution pair [X∗
1 , X

∗
4 ],

generated by Method 1, is the least Frobenius norm solution pair
of the coupled matrix equations (2.7). □

Similar to the proof of Theorem 3.3, we can prove the following
theorem.
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Theorem 3.4. Suppose that Problem 2.3 is consistent and the ini-
tial matrix pair [X1

2 , X
1
3 ] is considered as

(3.17) X1
2 = AH

1 NBH
2 +DH

1 N̂EH
2 , X1

3 = AH
2 NBH

1 +DH
2 N̂EH

1 ,

where N and N̂ are arbitrary, or especially, X1
2 = 0 and X1

3 = 0.
Then the solution pair [X∗

2 , X
∗
3 ] generated by Method 2 is the least

Frobenius norm solution pair of the coupled matrix equations (2.9).

Remark 3.4. Assume that Problem 1.1 is consistent. Then from
Theorems 2.1 and 3.3 we conclude that the reflexive solution X∗ as
follows

(3.18) X∗ = U

(
X∗

1 0
0 X∗

4

)
UH ,

is the least Frobenius norm reflexive solution of the pair of matrix
equations (1.2) where X∗

1 and X∗
4 are generated by Method 1 with

the initial matrices X1
1 = AH

1 NBH
1 +DH

1 N̂EH
1 and X1

4 = AH
2 NBH

2 +

DH
2 N̂EH

2 where N and N̂ are arbitrary, or especially, X1
1 = 0 and

X1
4 = 0.

Remark 3.5. Assume that Problem 1.3 is consistent. Then from
Theorems 2.2 and 3.4 we conclude that the anti-reflexive solution
X∗ as follows

(3.19) X∗ = U

(
0 X∗

2

X∗
3 0

)
UH ,

is the least Frobenius norm anti-reflexive solution of the pair of
matrix equations (1.2) where X∗

2 and X∗
3 are generated by Method

2 with the initial matrices X1
2 = AH

1 NBH
2 + DH

1 N̂EH
2 and X1

3 =

AH
2 NBH

1 + DH
2 N̂EH

1 where N and N̂ are arbitrary, or especially,
X1

2 = 0 and X1
3 = 0.

3.1. Solutions of Problems 2.2 and 1.2. Here we will study
Problems 2.2 and 1.2 as follows.
When Problem 2.1 is consistent, its solution pair set S1 is nonempty.

For a given matrix pair [X̂1, X̂4] with X̂1 ∈ Cr×r, X̂4 ∈ C(n−r)×(n−r)

we can obtain
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{
A1X1B1 + A2X4B2 = C,
D1X1E1 +D2X4E2 = F,

⇔
{

A1(X1 − X̂1)B1 + A2(X4 − X̂4)B2 = C − A1X̂1B1 − A2X̂4B2,

D1(X1 − X̂1)E1 +D2(X4 − X̂4)E2 = F −D1X̂1E1 −D2X̂4E2.

Now let Y1 = X1 − X̂1, Y4 = X4 − X̂4, Ĉ = C −A1X̂1B1 −A2X̂4B2

and F̂ = F −D1X̂1E1 −D2X̂4E2. Then the matrix nearness Prob-
lem 2.2 is equivalent to finding the least Frobenius norm solution
pair [Y ∗

1 , Y
∗
4 ] of the matrix equations

(3.20) A1Y1B1 + A2Y4B2 = Ĉ and D1Y1E1 +D2Y4E2 = F̂ ,

which can be obtained by using Method 1 with the initial matrices

Y 1
1 = AH

1 NBH
1 + DH

1 N̂EH
1 and Y 1

4 = AH
2 NBH

2 + DH
2 N̂EH

2 where

N and N̂ are arbitrary, or especially, Y 1
1 = 0 and Y 1

4 = 0. Also the
solution pair of the matrix nearness Problem 2.2 can be represented

as X̃1 = Y ∗
1 + X̂1 and X̃4 = Y ∗

4 + X̂4.
Now suppose that Problem 1.1 is consistent. Therefore the solution
set Sr of matrix equation (1.2) is nonempty. For given reflexive

matrix X̃, we can write

(3.21) X̂ = U

(
X̂1 0

0 X̂4

)
UH .

From the discussion above, the solutions of the matrix nearness
Problem 1.2 can be represented as

(3.22) X̃ = U

(
X̃1 0

0 X̃4

)
UH ,

where matrix pair [X̃1, X̃4] is a solution pair of Problem 2.2.

3.2. Solutions of Problems 2.4 and 1.4. Let Problem 2.3 be
consistent, therefore its solution pair set Sa is nonempty. For given

matrix pair [X̂2, X̂3] with X̂2 ∈ Cr×(n−r), X̂3 ∈ C(n−r)×r we can
obtain {

A1X2B2 + A2X3B1 = C,
D1X2E2 +D2X3E1 = F,
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⇔
{

A1(X2 − X̂2)B2 + A2(X3 − X̂3)B1 = C − A1X̂2B2 − A2X̂3B1,

D1(X2 − X̂2)E2 +D2(X3 − X̂3)E1 = F −D1X̂2E2 −D2X̂3E1.

Now let Y2 = X2 − X̂2, Y3 = X3 − X̂3, Ĉ = C −A1X̂2B2 −A2X̂3B1

and F̂ = F −D1X̂2E2 −D2X̂3E1. Then the matrix nearness Prob-
lem 2.4 is equivalent to finding the least Frobenius norm solution
pair [Y ∗

2 , Y
∗
3 ] of the matrix equations

(3.23) A1Y2B2 + A2Y3B1 = Ĉ and D1Y2E2 +D2Y3E1 = F̂ ,

which can be obtained by using Method 2 with the initial matrices

Y 1
2 = AH

1 NBH
2 + DH

1 N̂EH
2 and Y 1

3 = AH
2 NBH

1 + DH
2 N̂EH

1 where

N and N̂ are arbitrary, or especially, Y 1
2 = 0 and Y 1

3 = 0. Also the
solution pair of the matrix nearness Problem 2.4 can be represented

as X̃2 = Y ∗
2 + X̂2 and X̃3 = Y ∗

3 + X̂3.
Now suppose that Problem 1.3 is consistent. Therefore the solution
set Sa of matrix equation (1.2) is nonempty. For given anti-reflexive

matrix X̃, we can write

(3.24) X̂ = U

(
0 X̂2

X̂3 0

)
UH .

By using the above results, the solutions of the matrix nearness
Problem 1.4 can be represented as

(3.25) X̃ = U

(
0 X̃2

X̃3 0

)
UH ,

where matrix pair [X̃2, X̃3] is a solution pair of Problem 2.4.

4. Numerical results

In this section, we give a numerical example to illustrate the
performance of the proposed algorithms in Section 2. Computations
were done on a PC Pentium IV using MATLAB 7. Because of
the influence of the error of calculation, we consider the arbitrary
matrix Z as a zero matrix if ||Z|| < 10−13.
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Example 4.1. Consider the pair of matrix equations (1.2) with
the parameters

A =


1+i 3 1 2

−1 −1−2i −1 2

i 4 5 3

1 2−3i −4 −4i

 , B =


i −1−2i −1 1

2 1 2i 1

4+i 3 2 1

1 4 −5 4

 ,

D =


2+2i −2i −2 1

3i 4 2 1

i 1 2+i −5

6 5+i 4 5

 , E =


3+i 4 2+i 1

−2i −4i −3 2

1 3+i 4 6

1 3 4+2i 2

 ,

C =


6+6i 19+19i −26+4i 23+19i

−23−3i 12+20i −37−29i 20+12i

−5+7i −7+32i −2−i 1+26i

33+3i 82−38i −51+85i 74−50i

 ,

F = 102


−0.03+0.11i 0.06+0.15i 0.06+0.40i 0.06+0.10i

−0.11−0.15i −0.14−0.29i −0.61+0.07i 0.07+0.17i

−0.11−0.21i −0.22−0.49i −0.24−1.08i 0.27−0.51i

0.05−0.17i 0.02−0.53i −1.10+0.98i 0.16+0.52i

 .

It can be verified that the matrix equations have the reflexive solu-
tion X as

X =


1 + i 2 0 0
0 3− i 0 0
0 0 0 −2
0 0 −2 + i 3 + 2i

 ∈ C4×4
r (P ),

where

P =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 .

The matrix P can be expressed as

P = U

(
I2 0
0 −I2

)
UH ,
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where U = UH = I4. Therefore the matrix equations are equivalent
to

A1X1B1 + A2X4B2 = C and D1X1E1 +D2X4E2 = F,

where

A1 =


1 + i 3
−1 −1− 2i
i 4
1 2− 3i

 , A2 =


1 2
−1 2
5 3
−4 −4i

 ,

B1 =

(
i −1− 2i −1 1
2 1 2i 1

)
, B2 =

(
4 + i 3 2 1
1 4 −5 4

)
,

D1 =


2 + 2i −2i
3i 4
i 1
6 5 + i

 , D2 =


−2 1
2 1

2 + i −5
4 5

 ,

E1 =

(
3 + i 4 2 + i 1
−2i −4i −3 2

)
, E2 =

(
1 3 + i 4 6
1 3 4 + 2i 2

)
.

By using Method 1 with the initial matrix pair [X1
1 , X

1
4 ] = [0, 0],

we obtain solutions

X12
1 =

(
1 + i 2
0 3− i

)
, X12

4 =

(
0 −2

−2 + i 3 + 2i

)
.

The obtained results are presented in Figure 1, where

rk1 =
∣∣∣∣∣∣ ( C − A1X

k
1B1 − A2X

k
4B2 0

0 F −D1X
k
1E1 −D2X

k
4E2

) ∣∣∣∣∣∣.
Now let sequence Xk be

(4.1) Xk =

(
Xk

1 0
0 Xk

4

)
.

Also in Figure 1, we display

rk2 =
∣∣∣∣∣∣ ( C − AXkB 0

0 F −DXkE

) ∣∣∣∣∣∣,
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Figure 1. The residuals for Example 4.1 with the
initial matrix pair [X1

1 , X
1
4 ] = [0, 0].

1 2 3 4 5 6 7 8 9 10
-14

-12

-10

-8

-6

-4

-2

0

2

4

k (iteration number)

 

 

rk
1

rk
2

where Xk and Xk
1 , X

k
4 are obtained from (4.2) and Method 1, re-

spectively.
Here we assume that

X̂ =


2− i 2 0 0

−1 + 2i −1 0 0
0 0 1 + i 1
0 0 3 + i 3 + i

 .

Also we suppose that

X̂1 =

(
2− i 2

−1 + 2i −1

)
, X̂4 =

(
1 + i 1
3 + i 3 + i

)
.

By computing C−A1X̂1B1−A2X̂4B2 and F −D1X̂1E1−D2X̂4E2,

we can obtain the solution pair [X̃1, X̃4] of Problem 2.2 by finding
the least norm solution pair [Y1, Y4] of (3.20). By applying Method 1
with the initial matrix pair [Y 1

1 , Y
1
4 ] = [0, 0] for the matrix equations

(3.20), we have

X∗
1 = X11

1 =

(
−1.0000 + 2.0000i −0.0000− 0.0000i
1.0000− 2.0000i 4.0000− 1.0000i

)
,

X∗
4 = X11

4 =

(
−1.0000− 1.0000i −3.0000 + 0.0000i
−5.0000 + 0.0000i −0.0000 + 1.0000i

)
.
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Now we can obtain [X̃1, X̃4] as follows:

X̃1 = Y ∗
1 + X̂1 =

(
1.0000 + 1.0000i 2.0000− 0.0000i
0.0000 + 0.0000i 3.0000− 1.0000i

)
,

X̃4 = Y ∗
4 + X̂4 =

(
0.0000 + 0.0000i −2.0000 + 0.0000i
−2.0000 + 1.0000i 3.0000 + 2.0000i

)
.

The obtained results are presented in Figure 2, where

rk1 =
∣∣∣∣∣∣ ( C − A1Y

k
1 B1 − A2Y

k
4 B2 0

0 F −D1Y
k
1 E1 −D2Y

k
4 E2

) ∣∣∣∣∣∣,
and

rk2 =
∣∣∣∣∣∣ ( C − AY kB 0

0 F −DY kE

) ∣∣∣∣∣∣,
with

(4.2) Y k =

(
Y k
1 0
0 Y k

4

)
.

Figure 2. The residuals for Example 4.1 with the
initial matrix pair [Y 1

1 , Y
1
4 ] = [0, 0].
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5. Conclusions

In this work, two iterative methods were introduced for solving
the pair of matrix equations AXB = C and DXE = F with un-
known matrix X. First two matrix equations equivalent to the
matrix equations AXB = C and DXE = F over reflexive and
anti-reflexive matrices, were given, respectively. Then for solving
these matrix equations, we have introduced two iterative methods.
Moreover we obtained the convergence properties of two iterative
methods. Finally, a numerical example was given to show the effi-
ciency of the presented results.
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[2] D. Cvetković-Ilíıc, The reflexive solutions of the matrix equations AXB =
C, Comput. Math. Appl. 51 (2006), no. 6-7, 879–902.

[3] H. Dai, On the symmetric solutions of linear matrix equations, Linear
Algebra Appl. 131 (1990) 1–7.

[4] H. Dai, Linear matrix equations from an inverse problem of vibration
theory, Linear Algebra Appl. 246 (1996) 31–47.

[5] M. Dehghan and M. Hajarian, The reflexive and anti-reflexive solutions of
a linear matrix equation and systems of matrix equations, Rocky Mountain
J. Math. 40 (2010), no. 3, 825–848.

[6] M. Dehghan and M. Hajarian, On the generalized bisymmetric and skew-
symmetric solutions of the system of generalized Sylvester matrix equa-
tions, Linear Multilinear Algebra 59 (2011), no. 11, 1281–1309.

[7] M. Dehghan and M. Hajarian, Solving the generalized Sylvester matrix
equation

∑p
i=1 AiXBi+

∑q
j=1 CjY Dj = E over reflexive and anti-reflexive

matrices, International Journal of Control, Automation and Systems 9
(2011) 118–124.

[8] M. Dehghan and M. Hajarian, Analysis of an iterative algorithm to solve
the generalized coupled Sylvester matrix equations, Appl. Math. Model.
35 (2011), no. 7, 3285–3300.



Finite iterative methods for solving systems 322

[9] M. Dehghan and M. Hajarian, Two algorithms for finding the Hermitian
reflexive and skew-Hermitian solutions of Sylvester matrix equations, Appl.
Math. Lett. 24 (2011), no. 4, 444–449.

[10] M. Dehghan and M. Hajarian, The (R,S)-symmetric and (R,S)-skew
symmetric solutions of the pair of matrix equations A1XB1 = C1 and
A2XB2 = C2, Bull. Iranian Math. Soc. 37 (2011), no. 3, 269–279.

[11] M. Dehghan and M. Hajarian, SSHI methods for solving general linear
matrix equations, Engineering Computations 28 (2012), no. 8, 1028–1043.

[12] M. Dehghan and M. Hajarian, The generalised Sylvester matrix equations
over the generalised bisymmetric and skew-symmetric matrices, Internat.
J. Systems Sci. 43 (2012), no. 8, 1580–1590.

[13] F. Ding and T. Chen, Gradient based iterative algorithms for solving a
class of matrix equations, IEEE Trans. Automat. Control 50 (2005), no.
8, 1216–1221.

[14] F. Ding and T. Chen, Hierarchical gradient-based identification of mul-
tivariable discrete-time systems, Automatica J. IFAC 41 (2005), no. 2,
315–325.

[15] F. Ding and T. Chen, Iterative least squares solutions of coupled Sylvester
matrix equations, Systems Control Lett. 54 (2005), no. 2, 95–107.

[16] F. Ding and T. Chen, On iterative solutions of general coupled matrix
equations, SIAM J. Control Optim. 44 (2006), no. 6, 2269–2284.

[17] F. Ding and T. Chen, Hierarchical least squares identification methods for
multivariable systems, IEEE Trans. Automat. Control 50 (2005), no. 3,
397–402.

[18] F. J. H. Don, On the symmetric solutions of a linear matrix equation,
Linear Algebra Appl. 50 (1987) 1–7.

[19] G. H. Golub and C. F. Van Loan, Matrix Computations, third ed., The
Johns Hopkins University Press, Baltimore and London, 1996.

[20] M. Hajarian and M. Dehghan, The generalized centro-symmetric and
least squares generalized centro-symmetric solutions of the matrix equa-
tion AY B + CY TD = E, Math. Methods Appl. Sci. 34 (2011), no. 13,
1562–1579.

[21] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis, Cambridge
University Press, Cambridge, 1991.

[22] G. X. Huang, F. Yin and K. Guo, An iterative method for the skew-
symmetric solution and the optimal approximate solution of the matrix
equation AXB = C, J. Comput. Appl. Math. 212 (2008), no. 2, 231–244.

[23] T. S. Jiang and M. S. Wei, On a solution of the quaternion matrix equation

X−AX̃B = C and its application, Acta Math. Sin. (Engl. Ser.) 21 (2005),
no. 3, 483–490.

[24] A. P. Liao, Z. Z. Bai, The constrained solutions of two matrix equations,
Acta Math. Sin. (Engl. Ser.) 18 (2002), no. 4, 671–678.



323 Dehghan and Hajarian

[25] S. K. Mitra, The matrix equations AX = C, XB = D, Linear Algebra
Appl. 59 (1984) 171–181.

[26] S. K. Mitra, A pair of simultaneous linear matrix equations A1XB1 = C1,
and A2XB2 = C2 and a matrix programming problem, Linear Algebra
Appl. 131 (1990) 107–123.

[27] A. Navarra, P. L. Odell and D. M. Young, A representation of the general
common solution to the matrix equations A1XB1 = C1 and A2XB2 = C2

with applications, Comput. Math. Appl. 41 (2001), no. 7-8, 929–935.
[28] Y. X. Peng, X. Y. Hu and L. Zhang, An iteration method for the symmetric

solutions and the optimal appromation solution of the matrix equation
AXB = C, Appl. Math. Comput. 160 (2005), no. 3, 763–777.

[29] F. Piao, Q. Zhang and Z. Wang, The solution to matrix equation AX +
XTC = B, J. Franklin Inst. 344 (2007), no. 8, 1056–1062.

[30] Q. W. Wang, A system of matrix equations and a linear matrix equation
over arbitrary regular rings with identity, Linear Algebra Appl. 384 (2004)
43–54.

[31] Q. W. Wang, A system of four matrix equations over von Neumann regular
rings and its applications, Acta Math. Sin. (Engl. Ser.) 21 (2005), no. 2,
323–334.

[32] Q. W. Wang, J. H. Sun and S. Z. Li, Consistency for bi(skew)symmetric
solutions to systems of generalized Sylvester equations over a finite central
algebra, Linear Algebra Appl. 353 (2002) 169–182.

[33] L. Wu, The re-positive definite solutions to the matrix inverse problem
AX = B, Linear Algebra Appl. 174 (1992) 145–151.

[34] A. G. Wu, L. L. Lv, M. Z. Hou, Finite iterative algorithms for a common
solution to a group of complex matrix equations, Appl. Math. Comput.
218 (2011) 1191–1202.

[35] F. Z. Zhou, X. Y. Hu and L. Zhang, The solvability conditions for the in-
verse eigenvalue problem of generalized centro-symmetric matrices, Linear
Algebra Appl. 364 (2003) 147–160.

(Mehdi Dehghan) Department of Applied Mathematics, Faculty
of Mathematics and Computer Science, Amirkabir University of
Technology, No.424, Hafez Avenue, Tehran 15914, Iran

E-mail address: mdehghan@aut.ac.ir, mdehghan.aut@gmail.com

(Masoud Hajarian) Department of Mathematics, Faculty of Math-
ematical Sciences, Shahid Beheshti University, G.C., Evin, Tehran
19839, Iran

E-mail address: mhajarian@aut.ac.ir, masoudhajarian@gmail.com


	1. Introduction
	2. Preparatory knowledge
	3. Convergence analysis
	3.1. Solutions of Problems 2.2 and 1.2
	3.2. Solutions of Problems 2.4 and 1.4

	4. Numerical results
	5. Conclusions
	References

