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Abstract. In a real Hilbert space, an iterative scheme is consid-
ered to obtain strong convergence which is an essential tool to find
a common fixed point for a countable family of nonexpansive map-
pings and the solution of a variational inequality problem governed
by a monotone mapping. In this paper, we give a procedure which
results in developing Shehu’s result to solve equilibrium problem.
Then, we state more applications of this procedure. Finally, we in-
vestigate some numerical examples which hold in our main results.
Keywords: Equilibrium problem, maximal monotone operator,
strictly pseudocontractive mapping, W -mapping.
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1. Introduction

Let H be a real Hilbert space and let C be a nonempty closed convex
subset of H. The strong (weak) convergence of {xn} to x is written by
xn → x (xn ⇀ x) as n → ∞.

A mapping S from C into itself is called nonexpansive if ∥Sx−Sy∥ ≤
∥x− y∥, for all x, y ∈ C. Fix(S) := {x ∈ C : Sx = x} is the set of fixed
points of S. Note that Fix(S) is closed and convex if S is nonexpansive.
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It is known thatH satisfies the Opial’s condition [11]; for any sequence
{xn} with xn ⇀ x, the inequality

lim inf
n→∞

∥xn − x∥ < lim inf
n→∞

∥xn − y∥

holds for every y ∈ H with x ̸= y.
For any point x ∈ H, there exists a unique PCx ∈ C such that

∥x− PCx∥ ≤ ∥x− y∥, ∀y ∈ C.

PC is called the metric projection of H onto C. We know that PC is a
nonexpansive mapping from H onto C. It is also known that PC satisfies

⟨x− y, PCx− PCy⟩ ≥ ∥PCx− PCy∥2,(1.1)

for all x, y ∈ H. Furthermore, PCx is characterized by the following
properties: PCx ∈ C and

⟨x− PCx, PCx− y⟩ ≥ 0,
∥x− y∥2 ≥ ∥x− PCx∥2 + ∥y − PCx∥2,

for all y ∈ C.
Let A be a mapping of C into H. The variational inequality problem

is to find a x ∈ C such that

(1.2) ⟨Ax, y − x⟩ ≥ 0, ∀y ∈ C.

We shall denote the set of solutions of the variational inequality problem
(1.2) by V I(C,A). Then we have

(1.3) x ∈ V I(C,A) ⇐⇒ x = PC(x− λAx), ∀λ > 0.

Amapping A : C → H is calledmonotone if ⟨Ax−Ay, x−y⟩ ≥ 0 for all
x, y ∈ C. It is called α-inverse strongly monotone (α-strongly monotone)
if there exists a positive real number α such that ⟨Ax − Ay, x − y⟩ ≥
α∥Ax − Ay∥2 (⟨Ax − Ay, x − y⟩ ≥ α∥x − y∥2), for all x, y ∈ C. An
α-inverse strongly monotone mapping is sometimes called α-cocoercive.
A mapping A is said to be relaxed α-cocoercive if there exists α > 0 such
that

⟨Ax−Ay, x− y⟩ ≥ −α∥Ax−Ay∥2,
for all x, y ∈ C. The mapping A is said to be relaxed (γ, δ)-cocoercive if
there exist γ, δ > 0 such that

⟨Ax−Ay, x− y⟩ ≥ −γ∥Ax−Ay∥2 + δ∥x− y∥2,
for all x, y ∈ C. A mapping A : H → H is said to be µ-Lipschitzian if
there exists µ ≥ 0 such that

∥Ax−Ay∥ ≤ µ∥x− y∥,
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for all x, y ∈ H. It is clear that each α-inverse strongly monotone
mapping is monotone and 1

α -Lipschitzian. Also, if A is an α-inverse
strongly monotone, then I − λA is a nonexpansive mapping from C to
H, provided that 0 < λ ≤ 2α. In fact,

∥(I − λA)x− (I − λA)y∥2 = ∥(x− y)− λ(Ax−Ay)∥2
= ∥x− y∥2 − 2λ⟨x− y,Ax−Ay⟩

+λ2∥Ax−Ay∥2
≤ ∥x− y∥2 + λ(λ− 2α)∥Ax−Ay∥2,

(1.4)

for all x, y ∈ C and λ > 0. In addition, each µ-Lipschitzian, relaxed
(γ, δ)-cocoercive mapping is monotone, provided that γµ2 ≤ δ (see [15]).

Let T be a set-valued operator with domain D(T ) = {x ∈ H : Tx ̸=
∅} and range R(T ) = {x ∈ H : x ∈ D(T )}. An operator T is said
to be monotone if ⟨x1 − x2, y1 − y2⟩ ≥ 0 for each x1, x2 ∈ D(T ) and
y1 ∈ Tx1, y2 ∈ Tx2. A monotone operator T is said to be maximal
if its graph G(T ) is not properly contained in the graph of any other
monotone operators, where G(T ) := {(x, y) ∈ H × H : y ∈ Tx}. It is
known that T is maximal if and only if for (x, f) ∈ H ×H and for every
(y, g) ∈ G(T ) such that ⟨x− y, f − g⟩ ≥ 0, we would have f ∈ Tx. Let
A be a monotone mapping from C into H and let NCv be the normal
cone to C at v ∈ C, i.e., NCv = {w ∈ H : ⟨v − u,w⟩ ≥ 0, ∀u ∈ C}, and
define a mapping T by

Tv =

{
Av +NCv, v ∈ C
∅, v /∈ C.

Then T is maximal monotone and

x ∈ V I(C,A) ⇐⇒ x ∈ T−1(0),(1.5)

where T−1(0) = {x ∈ H : 0 ∈ Tx} (see [14]).
In 1953, Mann [7] introduced the following iterative scheme for ap-

proximating a fixed point of S:
x1 ∈ C and

xn+1 = (1− αn)xn + αnSxn,

for all n ∈ N. He showed that the sequence {xn} converges weakly
to a fixed point of S. This iteration procedure is called a Mann type
iteration. In 2003, Takahashi and Toyoda [22] suggested an iterative
scheme, to find an element of Fix(S)∩V I(C,A), as follows: x1 ∈ C and

xn+1 = (1− αn)xn + αnSPC(I − λnA)xn, n ≥ 1.
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They obtained that the sequence {xn} converges weakly to some ω ∈
Fix(S) ∩ V I(C,A). Then, Wang and Hu [24] considered an iterative
sequence {xn} of C generated by x1 ∈ C and

xn+1 := (1− αn)xn + αnSnPC(I − λnA)xn, n ≥ 1,

for a countable family of nonexpansive mappings and a µ-Lipschitzian
and α-strongly monotone operator. They proved that such a sequence
converges strongly to a common fixed point of a countable family of
nonexpansive mappings which solves the corresponding variational in-
equality.

On the other hand, in 2009, Yao et al. [27] showed that a new modified
Mann iterative algorithm {xn} generated iteratively by x1 ∈ C and
xn+1 = (1− αn)xn + αnSPC(1− λn)xn (n ∈ N) strongly converges to a
fixed point of S. Recently, Shehu [15] used an iterative process for finding
a common element of the set of fixed points of a nonexpansive mapping,
the set of solutions of generalized mixed equilibrium problem and the
set of solutions of the variational inequality problem of a cocoercive
mapping. He gave a strong convergence theorem for this sequence.

It is worth pointing out that many authors extended the results
in Hilbert space to the more general uniformly convex and uniformly
smooth Banach space (see, for instance, [1, 2, 16, 28, 23]).

In this work, motivated and inspired by the above results, an itera-
tive scheme generated by x1 ∈ C and xn+1 = (1−αn)xn+αnSnPC [(1−
λn)(I − λA)xn] (n ∈ N) is utilized to find a common element of the set
of common fixed points of a countable family of nonexpansive mappings
and the set of solutions of variational inequality for an α-inverse strongly
monotone mapping. Moreover, a strong convergence theorem is studied.
As an application, an equilibrium problem is solved. Furthermore, it is
shown that our results are improved and extended those of Shehu [15].
Then, the zeroes of a maximal monotone operator are investigated. In
addition, a common fixed point for a family of strictly pseudocontrac-
tive mappings and W -mappings is obtained. Finally, some numerical
examples are given.

The following lemmas will be useful in the sequel.

Lemma 1.1. (Suzuki [18]) Let {xn} and {yn} be bounded sequences in
a Banach space X and {αn} be a sequence in [0, 1] with 0 < lim inf

n→∞
αn ≤

lim sup
n→∞

αn < 1. Suppose xn+1 = (1−αn)yn+αnxn, for all integers n ≥ 1,

and lim sup
n→∞

(∥yn+1 − yn∥ − ∥xn+1 − xn∥) ≤ 0. Then lim
n→∞

∥yn − xn∥ = 0.
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Lemma 1.2. (Xu [25]) Let {an} be a sequence of nonnegative real num-
bers satisfying the following relation:

an+1 ≤ (1− αn)an + αnγn, n ≥ 0,

where

(1) {αn} is a real sequence in (0, 1) such that Σ∞
n=1αn = ∞;

(2) γn is a real sequence such that lim sup
n→∞

γn ≤ 0 or Σ∞
n=1|αnγn| <

∞.

Then lim
n→∞

an = 0.

Lemma 1.3. (Aoyama et al. [2]) Let C be a nonempty closed subset of
a Banach space and let {Sn} be a sequence of nonexpansive mappings

from C into itself. Suppose that

∞∑
n=1

sup{∥Sn+1x− Snx∥ : x ∈ B} < ∞,

for any bounded subset B of C. Then, for each x ∈ C, {Snx} converges
strongly to some points of C. If S is a mapping from C into itself which
is defined by Sx := lim

n→∞
Snx, for all x ∈ C, then lim

n→∞
sup{∥Snx− Sx∥ :

x ∈ C} = 0.

2. Iterative scheme and strong convergence

In this section, an iterative scheme is used to find a common element
of the set of common fixed points of a countable family of nonexpan-
sive mappings which is the solution of a variational inequality problem
governed by an α-inverse strongly monotone mapping.

Theorem 2.1. Suppose C is a nonempty closed convex subset of a real
Hilbert space H. Let A be an α-inverse strongly monotone mapping from
C into H and {Sn} a sequence of nonexpansive mappings from C into

itself such that
∞∩
n=1

Fix(Sn)∩V I(C,A) ̸= ∅. Suppose that {αn} and {λn}

are two real sequences in (0, 1) and 0 < λ ≤ 2α. Set x1 ∈ C and let
{xn} be the iterative sequence defined by{

yn := PC [(1− λn)(I − λA)xn],
xn+1 := (1− αn)xn + αnSnyn, (n ≥ 1),

satisfying the following conditions:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,
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(3)
∞∑

n=1

sup{∥Sn+1x − Snx∥ : x ∈ B} < ∞, for any bounded subset B

of C.

Let S be a mapping from C into itself defined by Sx := lim
n→∞

Snx for all

x ∈ C and suppose that Fix(S) :=

∞∩
n=1

Fix(Sn). Then {xn} converges

strongly to an element ω ∈ Fix(S)∩V I(C,A), where ω = PFix(S)∩V I(C,A)0.

Proof. First of all, we prove that {xn} is bounded. Let x ∈ Fix(S) ∩
V I(C,A). It follows from (1.3) and (1.4) that x = PC(I − λA)x and
I − λA is a nonexpansive mapping. Therefore,

∥yn − x∥ = ∥PC [(1− λn)(I − λA)xn]− PC(I − λA)x∥
≤ ∥(1− λn)(I − λA)xn − (I − λA)x∥
≤ (1− λn)∥(I − λA)xn − (I − λA)x∥+ λn∥(I − λA)x∥
≤ (1− λn)∥xn − x∥+ λn∥(I − λA)x∥.

It implies that

∥xn+1 − x∥ = ∥(1− αn)xn + αnSnyn − x∥
≤ (1− αn)∥xn − x∥+ αn∥Snyn − x∥
≤ (1− αn)∥xn − x∥+ αn∥yn − x∥
≤ (1− αn)∥xn − x∥+ αn(1− λn)∥xn − x∥

+αnλn∥(I − λA)x∥
= (1− αnλn)∥xn − x∥+ αnλn∥(I − λA)x∥
≤ max{∥xn − x∥, ∥(I − λA)x∥}
...

≤ max{∥x1 − x∥, ∥(I − λA)x∥}.

Hence, {xn} is bounded and so are {yn} and {(I − λA)xn}. Also, we
note that

∥Sn+1yn+1 − Sn+1yn∥ ≤ ∥yn+1 − yn∥
≤ ∥(1− λn+1)(I − λA)xn+1 − (1− λn)(I − λA)xn∥
≤ (1− λn+1)∥(I − λA)xn+1 − (I − λA)xn∥+ |λn+1 − λn|∥(I − λA)xn∥
≤ (1− λn+1)∥xn+1 − xn∥+ |λn+1 − λn|∥(I − λA)xn∥
≤ ∥xn+1 − xn∥+ |λn+1 − λn|∥(I − λA)xn∥.
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Then

∥Sn+1yn+1 − Snyn∥ ≤ ∥Sn+1yn+1 − Sn+1yn∥+ ∥Sn+1yn − Snyn∥
≤ ∥xn+1 − xn∥+ |λn+1 − λn|∥(I − λA)xn∥

+sup{∥Sn+1x− Snx∥ : x ∈ {yn}}.

Now, as lim
n→∞

λn = 0 and Σ∞
n=1 sup{∥Sn+1x− Snx∥ : x ∈ {yn}} < ∞, we

obtain

lim sup
n→∞

∥Sn+1yn+1 − Snyn∥ − ∥xn+1 − xn∥ ≤ 0.

Using Lemma 1.1, we get that lim
n→∞

∥Snyn − xn∥ = 0. Thus

lim
n→∞

∥xn+1 − xn∥ = lim
n→∞

αn∥Snyn − xn∥ = 0.

By convexity of ∥ · ∥2 and (1.3), we have

∥xn+1 − x∥2 ≤ (1− αn)∥xn − x∥2 + αn∥Snyn − x∥2

≤ (1− αn)∥xn − x∥2 + αn∥yn − x∥2

≤ (1− αn)∥xn − x∥2

+αn∥PC [(1− λn)(I − λA)xn]− PC(I − λA)x∥2

≤ (1− αn)∥xn − x∥2

+αn∥(1− λn)(I − λA)xn − (I − λA)x∥2

≤ (1− αn)∥xn − x∥2 + αnλn∥(I − λA)x∥2

+αn(1− λn)∥(I − λA)xn − (I − λA)x∥2

≤ (1− αn)∥xn − x∥2 + αn(1− λn)∥xn − x∥2

+αn(1− λn)λ(λ− 2α)∥Axn −Ax∥2

+αnλn∥(I − λA)x∥2

≤ ∥xn − x∥2 + αn(1− λn)λ(λ− 2α)∥Axn −Ax∥2

+αnλn∥(I − λA)x∥2.

Therefore, we have

αn(1− λn)λ(2α− λ)∥Axn −Ax∥2

≤ ∥xn − x∥2 − ∥xn+1 − x∥2 + αnλn∥(I − λA)x∥2

≤ ∥xn − xn+1∥
[
∥xn − x∥+ ∥xn+1 − x∥

]
+ αnλn∥(I − λA)x∥2.
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Since 0 < λ ≤ 2α, lim
n→∞

λn = 0 and lim
n→∞

∥xn+1 − xn∥ = 0, we obtain

lim
n→∞

∥Axn −Ax∥ = 0. From (1.1), we have

∥yn − x∥2 = ∥PC [(1− λn)(I − λA)xn]− PC(I − λA)x∥2

≤ ⟨(1− λn)(I − λA)xn − (I − λA)x, yn − x⟩

=
1

2
{∥(1− λn)(I − λA)xn − (I − λA)x∥2 + ∥yn − x∥2

−∥(1− λn)(I − λA)xn − (I − λA)x− yn + x∥2}

=
1

2
{∥(I − λA)xn − (I − λA)x− λn(I − λA)xn∥2

+∥yn − x∥2 − ∥xn − yn − λ(Axn −Ax)− λn(I − λA)xn∥2}

=
1

2
{∥(I − λA)xn − (I − λA)x∥2 + λn

2∥(I − λA)xn∥2

−2λn⟨(I − λA)xn − (I − λA)x, (I − λA)xn⟩+ ∥yn − x∥2

−∥xn − yn∥2 − ∥λ(Axn −Ax)− λn(I − λA)xn∥2

+2⟨xn − yn, λ(Axn −Ax) + λn(I − λA)xn⟩}

≤ 1

2
{∥xn − x∥2 + λ2

n∥(I − λA)xn∥2 − 2λn∥(I − λA)xn∥2

+2λn∥(I − λA)xn∥∥(I − λA)x∥+ ∥yn − x∥2 − ∥xn − yn∥2

+2λ∥xn − yn∥∥Axn −Ax∥+ 2λn∥xn − yn∥∥(I − λA)xn∥}

≤ 1

2
{∥xn − x∥2 + 2λn∥(I − λA)xn∥∥(I − λA)x∥+ ∥yn − x∥2

−∥xn − yn∥2 + 2λ∥xn − yn∥∥Axn −Ax∥
+2λn∥xn − yn∥∥(I − λA)xn∥}.

It follows that

∥yn − x∥2 ≤ ∥xn − x∥2 + 2λn∥(I − λA)xn∥∥(I − λA)x∥ − ∥xn − yn∥2

+2λ∥xn − yn∥∥Axn −Ax∥+ 2λn∥xn − yn∥∥(I − λA)xn∥,

and hence

∥xn+1 − x∥2 ≤ (1− αn)∥xn − x∥2 + αn∥Snyn − x∥2

≤ (1− αn)∥xn − x∥2 + αn∥yn − x∥2

≤ ∥xn − x∥2 + 2αnλn∥(I − λA)xn∥∥(I − λA)x∥
−αn∥xn − yn∥2 + 2αnλ∥xn − yn∥∥Axn −Ax∥
+2αnλn∥xn − yn∥∥(I − λA)xn∥,
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which implies that

αn∥xn − yn∥2 ≤ ∥xn − x∥2 − ∥xn+1 − x∥2

+2αnλn∥(I − λA)xn∥∥(I − λA)x∥+ 2αnλ∥xn − yn∥∥Axn −Ax∥
+2αnλn∥xn − yn∥∥(I − λA)xn∥

≤ ∥xn − xn+1∥[∥xn − x∥+ ∥xn+1 − xn∥]
+2αnλn∥(I − λA)xn∥∥(I − λA)x∥+ 2αnλ∥xn − yn∥∥Axn −Ax∥
+2αnλn∥xn − yn∥∥(I − λA)xn∥.

As lim
n→∞

λn = 0, lim
n→∞

∥xn+1 − xn∥ = 0 and lim
n→∞

∥Axn − Ax∥ = 0, it

implies that lim
n→∞

∥xn − yn∥ = 0. Also, using ∥Snyn − yn∥ ≤ ∥Snyn −
xn∥+ ∥xn − yn∥, we get that lim

n→∞
∥Snyn − yn∥ = 0.

Now, we prove that lim sup
n→∞

⟨ω, ω−yn⟩ ≤ 0, where ω = PFix(S)∩V I(C,A)0.

To show it, we choose a subsequence {yni} of {yn} such that

lim sup
n→∞

⟨ω, ω − yn⟩ = lim
i→∞

⟨ω, ω − yni⟩.

As {yni} is bounded, we have a subsequence {ynij
} of {yni} which con-

verges weekly to z. Without loss of generality, assume yni ⇀ z. It
readily follows that z ∈ C, because {yni} is a subsequence in C and C
is a closed convex subset. We shall show that z ∈ Fix(S) ∩ V I(C,A).

First, we suppose that z /∈ Fix(S). From opial’s condition and
Lemma 1.3, we have

lim inf
i→∞

∥yni − z∥ < lim inf
i→∞

∥yni − Sz∥

= lim inf
i→∞

∥yni − Sniyni + Sniyni − Syni + Syni − Sz∥

≤ lim inf
i→∞

∥Syni − Sz∥

≤ lim inf
i→∞

∥yni − z∥.

This is a contradiction. Thus z ∈ Fix(S).
Now, let us show that z ∈ V I(C,A). The mapping A is an α-inverse

strongly monotone mapping and so it is monotone. Let T be the map-
ping generated by A as follows:

Tv =

{
Av +NCv, v ∈ C
∅, v /∈ C,

where NCv is the normal cone to C at v ∈ C. Then T is a maximal
monotone mapping. Set (v, w) ∈ G(T ). Since w − Av ∈ NCv and
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yni ∈ C, we have ⟨v − yni , w − Av⟩ ≥ 0. On the other hand, yn =
PC [(1−λn)(I−λA)xn], we have ⟨v−yni , yni − (1−λni)(I−λA)xni⟩ ≥ 0

or ⟨v − yni ,
yni−xni

λ +Axni +
λni
λ (I − λA)xni⟩ ≥ 0. So, we get that

⟨v − yni , w⟩ ≥ ⟨v − yni , Av⟩
≥ ⟨v − yni , Av⟩

−⟨v − yni ,
yni − xni

λ
+Axni +

λni

λ
(I − λA)xni⟩

= ⟨v − yni , Av −Axni⟩ −
1

λ
⟨v − yni , yni − xni⟩

−λni

λ
⟨v − yni , (I − λA)xni⟩

= ⟨v − yni , Av −Ayni⟩+ ⟨v − yni , Ayni −Axni⟩

− 1

λ
⟨v − yni , yni − xni⟩ −

λni

λ
⟨v − yni , (I − λA)xni⟩.

As lim
i→∞

λni = 0, lim
i→∞

∥yni − xni∥ = 0 and A is monotone and Lipschitz

continuous, we obtain ⟨v−z, w⟩ ≥ 0. Also, since T is maximal monotone,
we deduce that z ∈ T−1(0) and it implies from (1.5) that z ∈ V I(C,A).

Now, as z ∈ Fix(S) ∩ V I(C,A), we deduce

lim sup
n→∞

⟨ω, ω − yn⟩ = lim
i→∞

⟨ω, ω − yni⟩ = ⟨ω, ω − z⟩ ≤ 0.

Finally, we prove xn → ω. From (1.3), we have ω = PC(ω− λAω) for
all λ > 0; in particular,

ω = PC [ω − λ(1− λn)Aω] = PC [λnω + (1− λn)(I − λA)ω].

Thus, (1.1) implies that

∥yn − ω∥2

= ∥PC [(1− λn)(I − λA)xn]− PC [λnω + (1− λn)(I − λA)ω]∥2

≤ ⟨(1− λn)(I − λA)xn − (1− λn)(I − λA)ω, yn − ω⟩
−⟨λnω, yn − ω⟩

≤ (1− λn)∥(I − λA)xn − (I − λA)ω∥∥yn − ω∥+ λn⟨ω, ω − yn⟩
≤ (1− λn)∥xn − ω∥∥yn − ω∥+ λn⟨ω, ω − yn⟩

≤ 1− λn

2
[∥xn − ω∥2 + ∥yn − ω∥2] + λn⟨ω, ω − yn⟩.

Hence

(1− 1− λn

2
)∥yn − ω∥2 ≤ 1− λn

2
∥xn − ω∥2 + λn⟨ω, ω − yn⟩,
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or

∥yn − ω∥2 ≤ 1− λn

1 + λn
∥xn − ω∥2 + 2λn

1 + λn
⟨ω, ω − yn⟩.

Therefore,

∥xn+1 − ω∥2 ≤ (1− αn)∥xn − ω∥2 + αn∥Snyn − ω∥2

≤ (1− αn)∥xn − ω∥2 + αn∥yn − ω∥2

≤ (1− αn)∥xn − ω∥2 + αn(1− λn)

1 + λn
∥xn − ω∥2

+
2αnλn

1 + λn
⟨ω, ω − yn⟩

= (1− 2αnλn

1 + λn
)∥xn − ω∥2 + 2αnλn

1 + λn
⟨ω, ω − yn⟩.

Hence, by Lemma 1.2, we get that {xn} converges strongly to ω ∈
Fix(S) ∩ V I(C,A), where ω = PFix(S)∩V I(C,A)0. This completes the
proof of this theorem. □

3. Applications

In this section, the equilibrium problem is stated. Then, the problem
of finding the zeroes of a maximal monotone operator, a common fixed
point of a family of strictly pseudocontractive mappings and a common
fixed point of a countable sequence of W -mappings are investigated.

3.1. Equilibrium problems. A considerable amount of literature is
being dedicated to the study of equilibrium problems, both from a theo-
retical point of view (optimization, game theoretic, complementary and
variational inequality techniques), and from an applied point of view
(networks, agent-based modelling and social scientific methods), which
in itself constitutes wide areas of research interest today.

Let φ : C −→ R be a real-valued function and A : C −→ H a
nonlinear mapping. Also, suppose F : C × C → R is a bifunction. The
generalized mixed equilibrium problem is to find x ∈ C (see [6, 13, 29])
such that

F (x, y) + φ(y)− φ(x) + ⟨Ax, y − x⟩ ≥ 0,(3.1)

for all y ∈ C.
We shall denote the set of solutions of this generalized mixed equilib-

rium problem by GMEP; that is

GMEP := {x ∈ C : F (x, y)+φ(y)−φ(x)+ ⟨Ax, y−x⟩ ≥ 0, ∀y ∈ C}.
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We now discuss several special cases of GMEP as follows:

1. If φ = 0, then the problem (3.1) is reduced to generalized equi-
librium problem, i.e., finding x ∈ C such that

F (x, y) + ⟨Ax, y − x⟩ ≥ 0,

for all y ∈ C.
2. If A = 0, then the problem (3.1) is reduced to mixed equilibrium

problem, that is to find x ∈ C such that

F (x, y) + φ(y)− φ(x) ≥ 0,

for all y ∈ C. We shall write the set of solutions of the mixed
equilibrium problem by MEP.

3. If φ = 0, A = 0, then the problem (3.1) is reduced to equilibrium
problem, which is to find x ∈ C such that

F (x, y) ≥ 0,

for all y ∈ C.
4. If φ = 0, F = 0, then the problem (3.1) is reduced to variational

inequality problem (1.2).

Now, let φ : C → R be a real-valued function. To solve the generalized
mixed equilibrium problem for a bifunction F : C×C → R, let us assume
that F,φ and C satisfy the following conditions:

(A1) F (x, x) = 0 for all x ∈ C;
(A2) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0 for all x, y ∈ C;
(A3) for each x, y, z ∈ C, lim

t→0+
F (tz + (1− t)x, y) ≤ F (x, y);

(A4) for each x ∈ C, y 7→ F (x, y) is convex and lower semicontinuous;
(B1) for each x ∈ H and r > 0, there exists a bounded subset Dx ⊆ C

and yx ∈ C such that for each z ∈ C\Dx,

F (z, yx) + φ(yx)− φ(z) +
1

r
⟨yx − z, z − x⟩ < 0;

(B2) C is a bounded set.

In what follows, we state some lemmas which are useful to prove our
convergence results.

Lemma 3.1. ([12]) Assume that F : C × C → R satisfies (A1)− (A4),
and let φ : C → R be a lower semicontinuous and convex function.
Assume that either (B1) or (B2) holds. For r > 0 and x ∈ H, define a
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mapping T
(F,φ)
r : H → C as follows:

T (F,φ)
r (x) := {z ∈ C : F (z, y)+φ(y)−φ(z)+

1

r
⟨y−z, z−x⟩ ≥ 0, ∀y ∈ C},

for all x ∈ H. Then the following assertions hold:

(1) For each x ∈ H, T
(F,φ)
r ̸= ∅;

(2) T
(F,φ)
r is single-valued;

(3) T
(F,φ)
r is firmly nonexpansive, i.e., for any x, y ∈ H,

∥T (F,φ)
r x− T (F,φ)

r y∥2 ≤ ⟨T (F,φ)
r x− T (F,φ)

r y, x− y⟩;

(4) Fix(T
(F,φ)
r ) = MEP ;

(5) MEP is closed and convex.

Lemma 3.2. ([9]) Let C be a nonempty closed convex subset of a real
Hilbert space H. Assume that S1 is a nonexpansive mapping from C
into H and S2 a firmly nonexpansive mapping from H into C such that
Fix(S1) ∩ Fix(S2) ̸= ∅. Then S1S2 is a nonexpansive mapping from H
into itself and Fix(S1S2) = Fix(S1) ∩ Fix(S2).

Lemma 3.3. ([3, 10]) Let C be a nonempty closed convex subset of a
real Hilbert space H. Let F be a bifunction from C×C into R satisfying
(A1)−(A4) and φ : C → R a lower semicontinuous and convex function.
Assume that either (B1) or (B2) holds. Let {rn} be a sequence in (0,∞),

such that inf{rn : n ∈ N} > 0 , Σ∞
n=1|rn+1 − rn| < ∞ and let T

(F,φ)
rn be

a mapping defined as in Lemma 3.1. Then

(1)

∞∑
n=1

sup{∥T (F,φ)
rn+1

x − T (F,φ)
rn x∥ : x ∈ B} < ∞, for any bounded

subset B of C;

(2) Fix(T
(F,φ)
r ) =

∞∩
n=1

Fix(T (F,φ)
rn ), where T

(F,φ)
r is a mapping de-

fined by T
(F,φ)
r x := lim

n→∞
T (F,φ)
rn x, for all x ∈ C. Moreover,

lim
n→∞

∥T (F,φ)
rn x− T (F,φ)

r x∥ = 0.

Now, we have the following theorem that improves and extends the
results announced by Shehu [15]. In fact, this theorem shows that the
new conditions are better than what is proved in that paper.

Theorem 3.4. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let F be a bifunction from C × C into R satisfying
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(A1) − (A4) and φ : C → R a lower semicontinuous and convex func-
tion. Assume that either (B1) or (B2) holds. Let A be an α-inverse
strongly monotone mapping, B a β-inverse strongly monotone mapping
and Θ a µ-Lipschitzian, relaxed (γ, δ)-cocoersive mapping from C into
H. Suppose that S is a nonexpansive mapping from C into itself such
that Fix(S) ∩ V I(C,A) ∩ V I(C,Θ) ∩GMEP ̸= ∅. Let {αn} and {λn}
two real sequences in (0, 1), {rn} and {sn} two real sequences in (0,∞)
and 0 < λ ≤ 2α. Let {yn}, {un} and {xn} be generated by x1 ∈ C,

yn := PC [(1− λn)(I − λA)xn],

un := T
(F,φ)
rn (yn − rnByn),

xn+1 := (1− αn)xn + αnSPC(un − snΘun), (n ≥ 1).

Suppose that the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) 0 < a ≤ rn ≤ 2β, Σ∞
n=1|rn+1 − rn| < ∞,

(4) 0 < sn ≤ 2(δ−γµ2)
µ2 , Σ∞

n=1|sn+1 − sn| < ∞.

Then {xn} converges strongly to an element

ω ∈ Fix(S) ∩ V I(C,A) ∩ V I(C,Θ) ∩GMEP,

where ω = PFix(S)∩V I(C,A)∩V I(C,Θ)∩GMEP 0.

Proof. For all x, y ∈ C and sn ∈ [0, 2(δ−γµ2)
µ2 ], we obtain

∥(I − snΘ)x− (I − snΘ)y∥2 = ∥x− y − sn(Θx−Θy)∥2

= ∥x− y∥2 − 2sn⟨x− y,Θx−Θy⟩+ s2n∥Θx−Θy∥2

≤ ∥x− y∥2 − 2sn[−γ∥Θx−Θy∥2 + δ∥x− y∥2] + s2n∥Θx−Θy∥2

≤ ∥x− y∥2 + 2snµ
2γ∥x− y∥2 − 2snδ∥x− y∥2 + µ2s2n∥x− y∥2

= (1 + 2snµ
2γ − 2snδ + µ2s2n)∥x− y∥2

≤ ∥x− y∥2.

This shows that I − snΘ is nonexpansive for each n ∈ N. By Lemma
3.3, it implies that

∞∑
n=1

sup{∥T (F,φ)
rn+1

x− T (F,φ)
rn x∥ : x ∈ E} < ∞,
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for any bounded subset E of C. Moreover, the mapping T
(F,φ)
r , de-

fined by T
(F,φ)
r x := lim

n→∞
T (F,φ)
rn x for all x ∈ C, satisfies Fix(T

(F,φ)
r ) =

∞∩
n=1

Fix(T (F,φ)
rn ) = MEP .

Put Sn := SPC(I − snΘ)T
(F,φ)
rn (I − rnB) = SUn. Then, by Lemmas

3.2, 3.1 and relation (1.3), we get that Sn is a nonexpansive mapping
from C into itself and for all n ∈ N,
Fix(Sn) = Fix(S)∩V I(C,A)∩Fix(TF,φ

rn (I − rnB)) = Fix(S)∩V I(C,A)∩GMEP.

So,

∞∩
n=1

Fix(Sn) = Fix(S) ∩ V I(C,A) ∩GMEP. Also, we note that

∥Sn+1x− Snx∥ = ∥SUn+1x− SUnx∥ ≤ ∥Un+1x− Unx∥
≤ ∥(I − sn+1Θ)T (F,φ)

rn+1
(I − rn+1B)x− (I − snΘ)T (F,φ)

rn (I − rnB)x∥

≤ ∥(I − sn+1Θ)T (F,φ)
rn+1

(I − rn+1B)x− (I − sn+1Θ)T (F,φ)
rn (I − rnB)x∥

+∥(I − sn+1Θ)T (F,φ)
rn (I − rnB)x− (I − snΘ)T (F,φ)

rn (I − rnB)x∥
≤ ∥T (F,φ)

rn+1
(I − rn+1B)x− T (F,φ)

rn (I − rnB)x∥

+|sn+1 − sn|∥ΘT (F,φ)
rn (I − rnB)x∥

≤ ∥T (F,φ)
rn+1

(I − rn+1B)x− T (F,φ)
rn (I − rn+1B)x∥

+∥T (F,φ)
rn (I − rn+1B)x− T (F,φ)

rn (I − rnB)x∥
+|sn+1 − sn|∥ΘT (F,φ)

rn (I − rnB)x∥
≤ ∥T (F,φ)

rn+1
vn − T (F,φ)

rn vn∥+ |rn+1 − rn|∥Bx∥

+|sn+1 − sn|∥ΘT (F,φ)
rn (I − rnB)x∥.

where vn = (I − rn+1B)x. Moreover, for any bounded subset E of C,
the boundedness of D = {(I − rn+1B)x : x ∈ E,n ∈ N} implies that

∞∑
n=1

sup{∥Sn+1x− Snx∥ : x ∈ E}

≤
∞∑
n=1

sup{∥Un+1x− Unx∥ : x ∈ E}

≤
∞∑
n=1

sup{∥T (F,φ)
rn+1

y − T (F,φ)
rn y∥ : y ∈ D}
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+

∞∑
n=1

|rn+1 − rn| sup{∥Bx∥ : x ∈ E}

+

∞∑
n=1

|sn+1 − sn| sup{∥ΘT (F,φ)
rn (I − rnB)x∥ : x ∈ E} < ∞.

Hence, by Theorem 2.1, {xn} converges strongly to an element ω ∈
Fix(S) ∩ V I(C,A) ∩ V I(C,Θ) ∩GMEP , where
ω = PFix(S)∩V I(C,A)∩V I(C,Θ)∩GMEP 0. This completes the proof. □
Corollary 3.5. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let F be a bifunction from C × C into R satisfying
(A1) − (A4) and φ : C → R a lower semicontinuous and convex func-
tion. Assume that either (B1) or (B2) holds. Let A be an α-inverse
strongly monotone mapping, B a β-inverse strongly monotone mapping
and Θ a µ-Lipschitzian, relaxed (γ, δ)-cocoersive mapping from C into
H. Suppose that Sn is a sequence of nonexpansive mappings from H

into C such that

∞∩
n=1

Fix(Sn) ∩ V I(C,A) ∩ V I(C,Θ) ∩ GMEP ̸= ∅.

Let {αn} and {λn} two real sequences in (0, 1), {rn} and {sn} be two
real sequences in (0,∞) and 0 < λ ≤ 2α. Let {yn}, {un} and {xn} be
generated by x1 ∈ C,

yn := PC [(1− λn)(I − λA)xn],

un := T
(F,φ)
rn (yn − rnByn),

xn+1 := (1− αn)xn + αnSnPC(un − snΘun), (n ≥ 1).

Suppose that the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) 0 < a ≤ rn ≤ 2β, Σ∞
n=1|rn+1 − rn| < ∞,

(4) 0 < sn ≤ 2(δ−γµ2)
µ2 , Σ∞

n=1|sn+1 − sn| < ∞,

(5)
∞∑

n=1

sup{∥Sn+1x − Snx∥ : x ∈ B} < ∞, for any bounded subset B

of C.

Then {xn} converges strongly to an element ω ∈
∞∩
n=1

Fix(Sn)∩V I(C,A)∩

V I(C,Θ) ∩GMEP, where ω = P ∞∩
n=1

Fix(Sn) ∩ V I(C,A) ∩ V I(C,Θ) ∩ GMEP
0.
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3.2. Maximal monotone operators. In this section, applying The-
orem 2.1, we prove a strong convergence theorem concerning maximal
monotone operator.

Let T be a set-valued maximal monotone operator. It is known that T
is a set-valued maximal monotone operator if and only if R(I+rT ) = H
for all r > 0. Hence, for every r > 0 and x ∈ H, there exists a unique
xr such that x ∈ xr + rTxr (see [20]). We define the resolvent of T by
JT
r x := xr, for all r > 0. In other words, JT

r = (I + rT )−1 for all r > 0.
We now consider the problem of finding x ∈ H such that 0 ∈ T (x).
Suppose that the set of solution to this problem is denoted by

Λ := {x ∈ H : 0 ∈ T (x)} = T−1(0).

We know that Λ is a nonempty closed convex subset of H. Also, JT
r

is a single-valued nonexpansive mapping and Fix(JT
r ) = T−1(0) for all

r > 0 (see [8] for more details).
We now give a lemma which will be used in the proof of the next

theorem.

Lemma 3.6. ([5]) Let C be a nonempty closed convex subset of a real
Hilbert space H. Let T be a set-valued maximal monotone operator such
that T−1(0) ̸= ∅ and D(T ) ⊆ C, and let {rn} be a sequence in (0,∞).
If inf{rn : n ∈ N} > 0 and Σ∞

n=1|rn+1 − rn| < ∞, then the following
assertions hold:

(1)

∞∑
n=1

sup{∥JT
rn+1

x − JT
rnx∥ : x ∈ B} < ∞, for any bounded subset

B of C;
(2) If r = lim

n→∞
rn, then JT

r x := lim
n→∞

JT
rnx, for all x ∈ C and

Fix(JT
r ) =

∞∩
n=1

Fix(JT
rn).

In the following theorem, we observe an iterative sequence to obtain
zeroes of a maximal monotone operator and the set of solutions of vari-
ational inequality of an α-inverse strongly monotone mapping.

Theorem 3.7. Let C be a nonempty closed convex subset of a real
Hilbert space H and T be a set-valued maximal monotone operator such
that T−1(0) ̸= ∅ and D(T ) ⊆ C. Suppose A is an α-inverse strongly
monotone mapping from C into H such that T−1(0) ∩ V I(C,A) ̸= ∅.
Let {αn} and {λn} be two real sequences in (0, 1), {rn} a real sequence



A modified Mann iterative scheme 840

in (0,∞) and 0 < λ ≤ 2α. Set JT
rn be the resolvent of T . Let {yn} and

{xn} be generated by x1 ∈ C,{
yn := PC [(1− λn)(I − λA)xn],
xn+1 := (1− αn)xn + αnJ

T
rnyn, (n ≥ 1).

Suppose that the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) inf{rn : n ∈ N} > 0 and Σ∞
n=1|rn+1 − rn| < ∞.

Then {xn} converges strongly to an element ω ∈ T−1(0) ∩ V I(C,A),
where ω = PT−1(0)∩V I(C,A)0.

Proof. JT
rn is a nonexpansive single-valued mapping and Fix(JT

rn) =

T−1(0). From Lemma 3.6, we know that
∞∑
n=1

sup{∥JT
rn+1

x− JT
rnx∥ : x ∈

B} < ∞, for any bounded subset B of C. Therefore, applying Theorem
2.1, the desired conclusion is obtained. □

In the sequel, we provide an algorithm to obtain the common element
of the set of zeroes of a maximal monotone operator, the set of solutions
of a variational inequality problem of an α-inverse strongly monotone
mapping, the set of solutions of a variational inequality problem of a µ-
Lipschitzian, relaxed (α, λ)-cocoercive mapping and the set of solutions
of a generalized mixed equilibrium problem.

Theorem 3.8. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let F be a bifunction from C × C into R satisfying
(A1)− (A4) and φ : C → R a lower semicontinuous and convex function
with assumption (B1) or (B2). Let A be an α-inverse strongly mono-
tone mapping, B a β-inverse strongly monotone mapping and Θ a µ-
Lipschitzian, relaxed (γ, δ)-cocoersive mapping from C into H. Assume
that T is a set-valued maximal monotone operator such that T−1(0) ∩
V I(C,A) ∩ V I(C,Θ) ∩ GMEP ̸= ∅. Let JT

r be the resolvent of T for
each r > 0. Suppose that {αn} and {λn} are two real sequences in (0, 1),
{rn} and {sn} are two real sequences in (0,∞) such that r = lim

n→∞
rn and

0 < λ ≤ 2α. Let {yn}, {un} and {xn} be generated by x1 ∈ C,
yn := PC [(1− λn)(I − λA)xn],

un := T
(F,φ)
rn (yn − rnByn),

xn+1 := (1− αn)xn + αnJ
T
r PC(un − snΘun), (n ≥ 1).
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Suppose that the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) 0 < a ≤ rn ≤ 2β, Σ∞
n=1|rn+1 − rn| < ∞,

(4) 0 < sn ≤ 2(δ−γµ2)
µ2 , Σ∞

n=1|sn+1 − sn| < ∞.

Then {xn} converges strongly to an element ω ∈ T−1(0) ∩ V I(C,A) ∩
V I(C,Θ) ∩GMEP , where ω = PT−1(0)∩V I(C,A)∩V I(C,Θ)∩GMEP 0.

Proof. We know that JT
r is nonexpansive and Fix(JT

r ) =

∞∩
n=1

Fix(JT
rn) =

T−1(0). So, using Theorem 3.4, we are done. □

3.3. Strictly pseudocontractive mappings. A mapping S : C → C
is said to be k-strictly pseudocontractive if there exists a constant k ∈
[0, 1) such that

∥Sx− Sy∥2 ≤ ∥x− y∥2 + k∥(I − S)x− (I − S)y∥2,

for all x, y ∈ C. It is clear that every nonexpansive mapping is k-strictly
pseudocontractive with k = 0. Before starting the main theorem of this
section, we recall the following lemma.

Lemma 3.9. ([30]) Let C be a nonempty closed convex subset of a real
Hilbert space H, and let S : C → C be a k-strictly pseudocontractive
mapping with a fixed point. Then Fix(S) is a closed convex subset.
Define Sλ : C → H by Sλx = λx+ (1− λ)Sx, for each x ∈ C. Then Sλ

is a nonexpansive mapping such that Fix(Sλ) = Fix(S), provided that
λ ∈ [k, 1).

Theorem 3.10. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let A be an α-inverse strongly monotone mapping from
C into H and {Sn} a sequence of kn-strictly pseudocontractive mappings

from C into itself such that
∞∩
n=1

Fix(Sn) ∩ V I(C,A) ̸= ∅. Suppose that

{αn} and {λn} are two real sequences in (0, 1) and 0 < λ ≤ 2α. Let
x1 ∈ C and let {xn} be the iterative sequence defined by{

yn := PC [(1− λn)(I − λA)xn],
xn+1 := (1− αn)xn + αnTnyn,
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for all n ∈ N, where Tnx = knx + (1 − kn)Snx, for all x ∈ C. Suppose
that the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) Σ∞
n=1|kn+1 − kn| < ∞,

(4)
∞∑

n=1

sup{∥Sn+1x − Snx∥ : x ∈ B} < ∞, for any bounded subset B

of C.

Let S be a mapping from C into itself defined by Sx := lim
n→∞

Snx for all

x ∈ C and suppose that Fix(S) :=

∞∩
n=1

Fix(Sn). Then {xn} converges

strongly to an element ω ∈ Fix(S)∩V I(C,A), where ω = PFix(S)∩V I(C,A)0.

Proof. Using Lemma 3.9, we obtain that Tn is a nonexpansive mapping
such that Fix(Sn) = Fix(Tn). Moreover, for any bounded subset B of
C,

sup{∥Tn+1x− Tnx∥ : x ∈ B}
= sup{∥kn+1x+ (1− kn+1)Sn+1x− (knx+ (1− kn)Snx)∥ : x ∈ B}
≤ |kn+1 − kn| sup{∥x− Snx∥ : x ∈ B}

+(1− kn+1) sup{∥Sn+1x− Snx∥ : x ∈ B}
≤ |kn+1 − kn|(sup{∥x∥ : x ∈ B}+ sup{∥Snx∥ : x ∈ B})

+ sup{∥Sn+1x− Snx∥ : x ∈ B}.
Hence, by conditions (3), (4) and Lemma 1.3, we get that

∞∑
n=1

sup{∥Tn+1x− Tnx∥ : x ∈ B} < ∞.

Also, by Lemma 1.3, we can define T : C → C by Tx = lim
n→∞

Tnx, for all

x ∈ C.
Since {kn} is a bounded sequence, there exists a subsequence {kni}

of {kn} such that lim
i→∞

kni = k. It follows that

Tx = lim
i→∞

Tnix = lim
i→∞

knix+ (1− kni)Snix = kx+ (1− k)Sx,

for all x ∈ C. Thus, by the previous lemma, T is a nonexpansive map-
ping such that Fix(T ) = Fix(S). Now the result is an immediate con-
sequence of Theorem 2.1. □
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By considering Lemma 3.9 and using Corollary 3.5, we have the fol-
lowing theorem.

Theorem 3.11. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let F be a bifunction from C × C into R satisfying
(A1)− (A4) and φ : C → R a lower semicontinuous and convex function
with assumption (B1) or (B2). Let A be an α-inverse strongly mono-
tone mapping, B a β-inverse strongly monotone mapping and Θ a µ-
Lipschitzian, relaxed (γ, δ)-cocoersive mapping from C into H. Assume
that {Sn} is a sequence of kn-strictly pseudocontractive mappings from

C into itself such that

∞∩
n=1

Fix(Sn)∩V I(C,A)∩V I(C,Θ)∩GMEP ̸= ∅.

Let {αn} and {λn} be two real sequences in (0, 1), {rn} and {sn} two
real sequences in (0,∞) and 0 < λ ≤ 2α. Let {yn}, {un} and {xn} be
generated by x1 ∈ C,

yn := PC [(1− λn)(I − λA)xn],

un := T
(F,φ)
rn (yn − rnByn),

xn+1 := (1− αn)xn + αnTnPC(un − snΘun),

for all n ∈ N, where Tnx = knx+ (1− kn)Snx, x ∈ C. Suppose that the
following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞,

(3) Σ∞
n=1|kn+1 − kn| < ∞,

(4) 0 < a ≤ rn ≤ 2β, Σ∞
n=1|rn+1 − rn| < ∞,

(5) 0 < sn ≤ 2(δ−γµ2)
µ2 , Σ∞

n=1|sn+1 − sn| < ∞,

(6)
∞∑

n=1

sup{∥Sn+1x − Snx∥ : x ∈ B} < ∞, for any bounded subset B

of C.

Then {xn} converges strongly to an element ω ∈
∞∩
n=1

Fix(Sn)∩V I(C,A)∩

V I(C,Θ) ∩GMEP , where ω = P ∞∩
n=1

Fix(Sn) ∩ V I(C,A) ∩ V I(C,Θ) ∩ GMEP
0.

3.4. W -mappings. The concept of W -mappings was introduced in [19,
21]. It is now one of the main tools in studying convergence of iterative
methods to approach a common fixed point of nonlinear mapping; more
recent progresses can be found in [4, 26] and the references cited therein.
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Let {Sn} be a countable family of nonexpansive mappings Sn : H −→
H and β1, β2, · · · be real numbers such that 0 ≤ βn ≤ 1 for every n ∈ N.
We consider the mapping Wn defined by

(3.2)

Un,n+1 := I,
Un,n := βnSnUn,n+1 + (1− βn)I,
Un,n−1 := βn−1Sn−1Un,n + (1− βn−1)I,
...

Un,k := βkSkUn,k+1 + (1− βk)I,
Un,k−1 := βk−1Sk−1Un,k + (1− βk−1)I,

...
Un,2 := β2S2Un,3 + (1− β2)I,
Wn := Un,1 = β1S1Un,2 + (1− β1)I.

One can find the proof of the following lemma in [17].

Lemma 3.12. Let H be a real Hilbert space. Let {Sn} be a sequence

of nonexpansive mappings from H into itself such that

∞∩
n=1

Fix(Sn) ̸= ∅.

Suppose that β1, β2, · · · be real numbers such that 0 < βn ≤ b < 1 for all
n ∈ N. Then

(1) Wn is nonexpansive and Fix(Wn) =

n∩
i=1

Fix(Si), for all n ∈ N;

(2) lim
n→∞

Un,kx exists, for all x ∈ H and k ∈ N;
(3) the mapping W : C → C defined by Wx := lim

n→∞
Wnx = lim

n→∞
Un,1x,

for all x ∈ C, is a nonexpansive mapping satisfying Fix(W ) =
∞∩

n=1

Fix(Sn); and it is called W -mapping generated by S1, S2, · · · , Sn

and β1, β2, · · · , βn.

Theorem 3.13. Let C be a nonempty closed convex subset of a real
Hilbert space H. Assume that A is an α-inverse strongly monotone
mapping from C into H and {Sn} a sequence of nonexpansive mappings

from C into itself such that

∞∩
n=1

Fix(Sn) ∩ V I(C,A) ̸= ∅. Let {αn} and

{λn} be two real sequences in (0, 1) and 0 < λ ≤ 2α. Also, suppose that
Wn is the W -mapping from C into itself generated by S1, S2, · · · , Sn and
β1, β2, · · · , βn such that 0 < βn ≤ b < 1, for every n ∈ N. Let x1 ∈ C
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and let {xn} be the iterative sequence defined by{
yn := PC [(1− λn)(I − λA)xn],
xn+1 := (1− αn)xn + αnWnyn, (n ≥ 1),

where the following conditions are satisfied:

(1) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1,

(2) lim
n→∞

λn = 0 and Σ∞
n=1λn = ∞.

Then {xn} converges strongly to an element ω ∈
∞∩
n=1

Fix(Sn)∩V I(C,A),

where ω = P ∞∩
n=1

Fix(Sn) ∩ V I(C,A)
0.

Proof. Since Si and Un,i are nonexpansive, by relation (3.2), we deduce
that for each n ∈ N,

∥Wn+1x−Wnx∥ = ∥β1S1Un+1,2x− β1S1Un,2x∥
≤ β1∥Un+1,2x− Un,2x∥
= β1∥β2S2Un+1,3x− β2S2Un,3x∥
≤ β1β2∥Un+1,3x− Un,3x∥
≤ · · ·

≤ β1β2 · · ·βn∥Un+1,n+1x− Un,n+1x∥ ≤ M
n∏

i=1

βi,

where M > 0 is a constant such that sup{∥Un+1,n+1x − Un,n+1x∥ : x ∈
B} ≤ M , for any bounded subset B of C. Then

∞∑
n=1

sup{∥Wn+1x−Wnx∥ : x ∈ B} < ∞.

Now, by setting Sn := Wn in Theorem 2.1 and using Lemma 3.12, we
obtain the result. □

4. Numerical examples

The purpose of this section is to illustrate Theorems 2.1 and 3.4 by
numerical examples.

Example 4.1. Let C = [−1, 1] ⊂ H = R with αn = 2n−1
10n−9 , λn = 9

10n and

λ = 1. Set A(x) = x
10 and Sn(x) =

x
n . Then A is a 5-inverse strongly
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monotone mapping and Sn is a sequence of nonexpansive mappings. It
readily follows that the sequence {xn} generated by

yn := PC [(1− λn)(I − λA)xn] =
90n−81
100n xn,

xn+1 := (1− αn)xn + αnSnyn = 8n−8
10n−9xn + 2n−1

10n2−9n
yn,

with initial value x1 = 1, converges strongly to an element (zero) of
Fix(S)∩V I(C,A), where Fix(S) = ∩∞

n=1Fix(Sn) and 0 = PFix(S)∩V I(C,A)0.

The next example shows that the conditions of Theorem 3.4 is better
than the conditions of the main theorem presented in [15].

Example 4.2. Let C = [−1, 1] ⊂ H = R and define F (x, y) = −3x2 +
xy+2y2. Then, we have F (x, x) = 0, F (x, y)+F (y, x) = −(x− y)2 ≤ 0
and lim

t→0+
F (tz+(1−t)x, y) = −3x2+xy+2y2 ≤ F (x, y) for all x, y, z ∈ C.

Also, for all x ∈ C, f(y) = F (x, y) = −3x2 + xy + 2y2 is a lower
semicontinuous and convex function.

From Lemma 3.1, T
(F,φ)
r is single-valued. Now, we get T

(F,φ)
r . For

any y ∈ C, r > 0 and φ = 0, we have

F (z, y)+
1

r
⟨y−z, z−x⟩ ≥ 0 ⇔ 2ry2+((r+1)z−x)y+xz−(3r+1)z2 ≥ 0.

Set G(y) = 2ry2 + ((r + 1)z − x)y + xz − (3r + 1)z2. Then G(y) is a
quadratic function of y with coefficients a = 2r, b = (r + 1)z − x and
c = xz − (3r + 1)z2. So

∆ = [(r + 1)z − x]2 − 8r(xz − (3r + 1)z2)

= (r + 1)2z2 − 2(r + 1)xz + x2 − 8rxz + (24r2 + 8r)z2

= ((5r + 1)z − x)2.

Since G(y) ≥ 0, for all y ∈ C, if and only if ∆ ≤ 0. Therefore, [(5r +

1)z − x]2 ≤ 0. It implies that z = x
5r+1 and hence T

(F,φ)
r (x) = x

5r+1 .

Let A(x) = 0 and B(x) = Θ(x) = S(x) = x
10 . Then A is an α-

inverse strongly monotone mapping, B is a 5-inverse strongly monotone
mapping, Θ is a 1

10 -Lipschitzian, relaxed (1, 1
10)-cocoersive mapping and

S is a nonexpansive mapping. Assume that αn = 2n−1
10n−9 , λn = 9

10n , rn =
n+8
n and sn = 9

n . It is clear that all the assumptions of Theorem 3.4 are
satisfied. Setting x1 = 1 and using the algorithm in Theorem 3.4, we
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obtain the following sequences:
yn := PC [(1− λn)(I − λA)xn] =

10n−9
10n xn,

un := T
(F,φ)
rn (yn − rnByn) =

9n−8
60n+400yn,

xn+1 := (1− αn)xn + αnSPC(un − snΘun) =
8n−8
10n−9xn + 2n−1

100n un.

Then {xn} converges strongly to 0 ∈ Fix(S) ∩ V I(C,Θ) ∩ GMEP ,
where 0 = PFix(S) ∩ V I(C,Θ) ∩ GMEP0.
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