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#### Abstract

In this paper we study a two-phase free boundary problem for a semilinear elliptic equation on a bounded domain $D \subset \mathbb{R}^{n}$ with smooth boundary. We give some results on the growth of solutions and characterize the free boundary points in terms of homogeneous harmonic polynomials using a fundamental result of Caffarelli and Friedman regarding the representation of functions whose Laplacians enjoy a certain inequality. We show that in dimension $n=2$, solutions have optimal growth at non-isolated singular points, and the same result holds for $n \geq 3$ under an ( $n-1$ )dimensional density condition. Furthermore, we prove that the set of points in the singular set that the solution does not have optimal growth is locally countably $(n-2)$-rectifiable.
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## 1. Introduction

1.1. Problem statement: Given a bounded domain $D \subset \mathbb{R}^{n}$ with smooth boundary and $u_{0} \in W^{1,2}(D) \cap L^{\infty}(D)$ consider the following minimization problem:

## Minimize

$$
\begin{equation*}
J(u)=\int_{D}\left(\frac{|\nabla u|^{2}}{2}+F(u)\right) d x \tag{1.1}
\end{equation*}
$$

[^0]over the set
$$
\mathcal{A}_{u_{0}}=\left\{u \in W^{1,2}(D) ; u-u_{0} \in W_{0}^{1,2}(D)\right\}
$$

Here

$$
F(u)=\frac{\lambda^{+}}{q}\left(u^{+}\right)^{q}-\frac{\lambda^{-}}{q}\left(u^{-}\right)^{q}
$$

where $u^{ \pm}=\max \{ \pm u, 0\}, \lambda^{ \pm}>0$ and $1<q<2$. By the direct method of the calculus of variations we will show the existence of minimizers $u$ of $J$ which are in the class $C_{l o c}^{2, q-1}(D)$ and satisfy the corresponding Euler-Lagrange equation

$$
\begin{equation*}
\Delta u=\lambda^{+}\left(u^{+}\right)^{q-1}+\lambda^{-}\left(u^{-}\right)^{q-1} \text { in } D \tag{1.2}
\end{equation*}
$$

in the classical sense. Since the functional $J$ is not convex, there might be more than one minimizer with given boundary value $u_{0}$. Also, since we are not imposing any sign constraint on $u_{0}$, any minimizer $u$ may take both positive and negative values.

We use the notation

$$
\Omega^{+}(u)=\{u>0\}, \Omega^{-}(u)=\{u<0\}
$$

and their interfaces

$$
\Gamma^{ \pm}(u)=\partial \Omega^{ \pm}(u) \cap D
$$

which we also call free boundaries, as they are a priori unknown. Note that because of the continuity of minimizers, $\Omega^{+}(u)$ and $\Omega^{-}(u)$ are open sets, hence $u$ is real analytic in $\Omega^{ \pm}(u)$.
1.2. Known results. For the cases $q=0,1$ with $\lambda^{+}>0 \geq \lambda^{-}$, the minimization problem (1.1) has been studied extensively in the last three decades using a wide variety of methods, among them the powerful monotonicity formula of Alt-Caffarelli-Friedman [1] as well as some of its generalizations [6]. For the particular case where $q=0$, Caffarelli, Jerison and Kenig in [6] have shown the optimal Lipschitz regularity of minimizers and the $C^{1}$ regularity of the free boundary in dimension two. When $q=1$, problem (1.1) corresponds to the obstacle type problem. The one-phase obstacle problem has been studied intensively, and it has been shown that minimizers have the optimal $C^{1,1}$ regularity. For the two-phase version of the problem, i.e., with no sign constraint, Shahgholian [19] and Uraltseva [22] proved the optimal $C_{l o c}^{1,1}$ regularity of solutions, and in [20] Shahgholian, Uraltseva and Weiss showed the $C^{1}$ regularity of the free boundary near the so-called branching points
(points where the gradient vanishes); also see [21].
The case $0<q<1, \lambda^{+}>0 \geq \lambda^{-}$, has also received a great attention in the literature. In this case, the one phase version of the problem (1.1) has been well studied by Phillips [17, 18] and Alt-Phillips [2], among others. It has been established in [17] that nonnegative minimizers enjoy the optimal regularity $C^{1, \beta}, \beta=\frac{2}{2-q}$. Also, Giaquinta and Giusti in [9] proved the Hölder continuity of the gradient of minimizers. Weiss in [23] considered the two-phase version of this problem and studied the size and the structure of the singular set of the free boundary, i.e., the set of free boundary points at which no outer normal exists and presented some results on the partial regularity of weak solutions. Also, E. Lindgren and A. Petrosyan in ([16], Theorem 1.1) showed the $C^{1}$ regularity of the free boundary in two dimension. Recently, and for a more general two-phase variational free boundary problems, a rather complete description of the regularity of solutions and the Hölder continuity of the gradient of solutions together with the asymptotic interior regularity are given by Leitão, Queiroz and Teixeira in [15].
When $1<q<2$, problem (1.1) has been considered in the literature mostly with the sign condition $u \geq 0$. D. Phillips in [18] considered the problem of minimizing the functional

$$
\begin{equation*}
J(u)=\int_{D}|\nabla u|^{2}+\chi_{\{u \geq 0\}} u^{q} d x, 1<q<2, \tag{1.3}
\end{equation*}
$$

on the convex set $\mathbb{K}=\left\{u \in H^{1}(D), u=u_{0} \geq 0\right.$ on $\left.\partial D\right\}$. He proved that the minimizers are subharmonic in $D$ and are in the class $C^{[\beta], \beta-[\beta]}(G)$ for $\bar{G} \subset D$, where $[\beta]$ is the greatest integer less than or equal to $\beta$, and satisfy the Euler equation

$$
\begin{gathered}
\Delta u=q u^{q-1} \text { in } D, \\
u=|\nabla u|=0 \text { on } D \cap \partial\{u>0\} .
\end{gathered}
$$

Then he demonstrates a number of measure estimates for the free boundary. Later, Alt and Phillips [2] considered positive solutions of a more general semilinear Dirichlet problem and investigated the nature of the free boundary (also see [8]). L. Bonorino [3] considered the above problem (1.3) and proved that the points of the free boundary where the zero set has no density lie in a Lipschitz surface. Furthermore, he proved that the singular points that have some $(n-1)$-density lie locally in a $C^{1}$ surface ([3], Theorem 4.13).

In this paper, we study the minimizers $u$ of the energy functional $J$ given in (1.1) on the admissible set $\mathcal{A}_{u_{0}}$, without any sign restriction on the function $u$. In Section 2, with a standard argument we prove the existence of solution for this problem, which is locally $C^{2, q-1}$ by the regularity theory and satisfy the Euler-Lagrange equation (1.2) in the classical sense. In Section 3, we give a one sided nondegeneracy result and a growth estimate for the solution $u$ away from (and near) the free boundary points lie on $\Gamma^{+} \backslash \Gamma^{-}$. However, because of the structure of our problem and since $u$ changes sign on every neighborhood of a free boundary point lies on $\Gamma^{+} \cap \Gamma^{-}$, it is difficult to analyze the growth of solutions away from the free boundary. In fact, the Harnack inequality as well as the techniques used in $[17,18]$ and [2] are no longer applicable here. As one can see in a rather similar structure in ([7], Lemma 9), Caffarelli and Salazar used the powerful monotonicity lemma to estimate a quadratic growth of the solutions of $\Delta u=c u$, in $\{|\nabla u| \neq 0\}$. To overcome this difficulty, in Section 3 we employ an interesting result of Caffarelli and Friedman ([5], Lemma 3.1) to give a representation for the free boundary set $\Gamma(u)$, and then show an optimal growth estimate for $u$ away from and near the set of non-isolating points of the singular part of the free boundary in two-dimension. Also, in higher dimensions we prove the same result at non-isolated singular points under an ( $n-1$ )-dimensional density condition. Finally, in Section 4 by invoking a technique used in [11] to study the structure of the singular set of solutions of homogeneous elliptic differential equations of the second order, we prove that the set of singular points where $u$ does not have optimal growth is countably ( $n-2$ )-rectifiable.

## 2. Existence and $C_{l o c}^{2, q-1}$ regularity of global minimizers

In this section by the direct method of calculus of variations we prove the existence of minimizers $u$ of $J$, which are in the class $C_{l o c}^{2, q-1}(D)$ and satisfy the corresponding Euler-Lagrange equation (1.2).

Proposition 2.1. There exists at lease one minimizer $u \in W^{1,2}(D)$ of the functional $J$ which satisfies (1.2) in the sense of distributions.

Proof. We show that $J$ is weakly coercive and weakly sequentially lower semicontinuous (wslsc) on the set $\mathcal{A}_{u_{0}}$. First note that for $u \in \mathcal{A}_{u_{0}}$ we have

$$
\begin{equation*}
J(u) \geq \frac{1}{2}\|\nabla u\|_{2}^{2}-\frac{\lambda^{+}+\lambda^{-}}{q}\|u\|_{q}^{q} . \tag{2.1}
\end{equation*}
$$

Taking $u-g=w$ and $\lambda:=\frac{\lambda^{+}+\lambda^{-}}{q},(2.1)$ yeilds,

$$
\begin{aligned}
J(u) & \geq \frac{1}{2}\|\nabla w+\nabla g\|_{2}^{2}-\lambda\|w+g\|_{q}^{q} \\
& \geq \frac{1}{2}\left|\|\nabla w\|_{2}-\|\nabla g\|_{2}\right|^{2}-\lambda\left(\|w\|_{q}+\|g\|_{q}\right)^{q} .
\end{aligned}
$$

Using the inequality $(a+b)^{q} \leq 2^{q-1}\left(a^{q}+b^{q}\right)$ for $a, b \geq 0$, and the above inequality follows

$$
\begin{equation*}
J(u) \geq \frac{1}{2}\|\nabla w\|_{2}^{2}+\frac{1}{2}\|\nabla g\|_{2}^{2}-\|\nabla w\|_{2}\|\nabla g\|_{2}-2^{q-1} \lambda\left(\|w\|_{q}^{q}+\|g\|_{q}^{q}\right) . \tag{2.2}
\end{equation*}
$$

Since $1<q<2<2^{*}=\frac{2 n}{n-2}$, by the Sobolev inequality there exists a constant $C$ such that $\|w\|_{q} \leq C\|\nabla w\|_{2}$, therefore (1.4) implies

$$
\begin{aligned}
J(u) & \geq \frac{1}{2}\|\nabla w\|_{2}^{2}-2^{q-1} \lambda C\|\nabla w\|_{2}^{q}-\|\nabla w\|_{2}\|\nabla g\|_{2}+\frac{1}{2}\|\nabla g\|_{2}^{2} \\
& -2^{q-1} \lambda\|g\|_{q}^{q} \rightarrow \infty \text { as }\|u\|_{W^{1,2}} \rightarrow \infty .
\end{aligned}
$$

To show that $J$ is wslsc on $\mathcal{A}_{u_{0}}$, it is enough to prove it for the functional $G: W^{1,2}(D) \rightarrow \mathbb{R}$ defined by

$$
G(u)=\int_{D} F(u) d x
$$

which is an easy task using the compact embedding $W_{0}^{1,2} \hookrightarrow \hookrightarrow L^{q}$.
Now let $\xi \in C_{c}^{\infty}(D)$ and consider the function $I(\varepsilon)=J(u+\varepsilon \xi)$ for $\varepsilon \in \mathbb{R}$. Since the integrand of functional $J, f(p, z)=|p|^{2}+\frac{\lambda^{+}}{q}\left(z^{+}\right)^{q}-\frac{\lambda^{-}}{q}\left(z^{-}\right)^{q}$ is a $C^{1, q-1}\left(\mathbb{R}^{n} \times \mathbb{R}\right)$ function, $I(\varepsilon)$ is differentiable at $\varepsilon=0$ thus

$$
0=I^{\prime}(0)=\left.J^{\prime}(u+\varepsilon \xi)\right|_{\varepsilon=0}=\int_{D}\left(\nabla u \cdot \nabla \xi-F^{\prime}(u) \xi\right) d x
$$

Hence $u$ satisfies (1.2) in the sense of distributions.
Proposition 2.2. Let $u \in L^{2}(D)$ be a solution of (1.2) in the sense of distributions. Then $u \in C_{l o c}^{2, q-1}(D)$, i.e., $u$ is a classical solution.
Proof. Let $u \in L^{2}(D)$ be a solution of $(1.2)$, then $F(u) \in L^{\frac{2}{q-1}}(D)$. Consider the Newtonian potential of $F(u)$, i.e.,

$$
U(x)=\int_{D} \Phi_{n}(x-y) F(u(y)) d y
$$

where $\Phi_{n}$ is the fundamental solution of the Laplacian in $\mathbb{R}^{n}$, i.e., $\Delta \Phi_{n}=$ $\delta$ in the sense of distributions. Then it is readily verified that $U$ is a weak solution of $\Delta u=F(u)$ in $D$. Thus $w=u-U$ is harmonic in $D$,
and consequently belongs to $C^{\infty}(D)$. From the standard estimates for singular integrals (see e.g., [10], Theorem. 9.9), it can be shown that $U$ is in $W_{l o c}^{2, \frac{2}{q-1}}(D)$, and so $u=w+U \in W_{l o c}^{2, \frac{2}{q-1}}(D)$. Next we show that $u \in W_{l o c}^{2, \frac{2}{(q-1)^{2}}}(D)$, etc. Therefore,

$$
\forall j \in \mathbb{N}, u \in W_{l o c}^{2, \frac{2}{(q-1)^{j}}}(D) .
$$

Hence, $u \in W_{l o c}^{2, p}$, for every $1 \leq p<\infty$, and the Sobolev embedding theorem $W_{l o c}^{2, p} \hookrightarrow C_{l o c}^{1, \alpha}, \alpha=1-\frac{n}{p}$ implies that

$$
\forall 0<\alpha<1, u \in W_{l o c}^{2, p}(D) \cap C_{l o c}^{1, \alpha}(D) .
$$

Now, to prove $u \in C_{l o c}^{2, q-1}(D)$, by the classical elliptic regularity theory it suffices to show that $F(u) \in C_{l o c}^{0, q-1}$. Let $K$ be a compact subset of $D$. Since $u \in C^{1, \alpha}(K)$, thus $u$ is a Lipschitz function on $K$, and since functions $\left(x^{+}\right)^{q-1}$ and $\left(x^{-}\right)^{q-1}$ are Hölder continuous of order $q-1$, as a consequence $F(u) \in C^{0, q-1}(K)$.

## 3. Analysis of the free boundary

Let $u \in C_{l o c}^{2, q-1}(D)$ be a solution of (1.2) and set $\Gamma^{+}(u)=\partial \Omega^{+}(u) \cap D$ and $\Gamma^{-}(u)=\partial \Omega^{-}(u) \cap D$. Then, due to the subharmonicity of solutions of (1.2) we have

$$
\begin{equation*}
\Gamma^{-}(u) \subseteq \Gamma^{+}(u) . \tag{3.1}
\end{equation*}
$$

Indeed, if there exists an $x_{0} \in \Gamma^{-}(u) \backslash \Gamma^{+}(u)$, then

$$
\exists r_{0}>0 ; u(x) \leq 0 \text { in } B_{r_{0}}\left(x_{0}\right) \text { and } u\left(x_{0}\right)=0 .
$$

But $u$ is subharmonic so by the strong maximum principle $u$ can not attain a local maximum and hence $u(x) \equiv 0$ in $B_{r_{0}}\left(x_{0}\right)$, contradicting with $x_{0} \in \Gamma^{-}(u)$.
It is noteworthy that if $0 \in D$ with $B_{r_{0}} \subset D$, there is a radial positive solution of (1.2) in $B_{r_{0}}$. Indeed, it is easy to find a suitable $\gamma_{q}>0$ so that

$$
\begin{equation*}
U_{0}(x)=\gamma_{q}|x|^{\beta}, \beta=\frac{2}{2-q} \tag{3.2}
\end{equation*}
$$

is a solution of (1.2) in $B_{r_{0}}$.

Lemma 3.1. Let $u$ be a solution of (1.2). Then there are constants $C_{ \pm}=C\left(n, q, \lambda_{ \pm}\right)$, such that
(i) if $x_{0} \in \Omega^{+}(u)$,

$$
\sup _{B_{r}\left(x_{0}\right) \cap \Omega^{+}} u(x) \geq u\left(x_{0}\right)+C r^{\beta}
$$

for any $r>0$ such that $B_{r}\left(x_{0}\right) \subset \subset D$ and (ii) if $x \in \Omega^{-}(u)$, then

$$
u(x) \leq-C\left(\operatorname{dist}\left(x, \Gamma^{-}\right)\right)^{\beta}
$$

Proof. Let $x_{0} \in \Omega^{+}(u)$ and $U_{0}(x)$ given in (3.2) be the radial solution of (1.2). Define

$$
\Lambda=\left\{x \in B_{r}\left(x_{0}\right) \cap \Omega^{+}, u(x)>U_{0}\left(x-x_{0}\right)\right\} .
$$

Since $x_{0} \in \Lambda, \Lambda$ is a nonempty open set. Next we define the auxiliary function

$$
w(x)=u(x)-u\left(x_{0}\right)-U_{0}\left(x-x_{0}\right),
$$

and take $y \in \bar{\Lambda}$ such that

$$
w(y)=\sup _{x \in \bar{\Lambda}} w(x) .
$$

For $x \in \Lambda$ we have

$$
\Delta w(x)=\Delta u(x)-\Delta U_{0}\left(x-x_{0}\right)=\lambda^{+}\left(u(x)^{q-1}-U_{0}\left(x-x_{0}\right)^{q-1}\right)>0,
$$

hence, $w$ is subharmonic on $\Lambda$. Suppose that $y \in \Lambda$. Also, let $y \in A \subseteq$ $\Lambda$, where $A$ is a connected component of $\Lambda$. If $y$ is an interior point of $A$, then the maximum principle says that $w$ is constant on $A$. So $w \equiv w(y)$ on $A$, gives $u(x)=w(y)+u\left(x_{0}\right)+U_{0}\left(x-x_{0}\right)$ for $x \in A$, and consequently $\Delta u=\Delta U_{0}\left(x-x_{0}\right)$ on $A$. The last equality yields $\lambda^{+} u(x)^{q-1}=\lambda^{+} U_{0}\left(x-x_{0}\right)^{q-1}$ or $u(x)=U_{0}\left(x-x_{0}\right)$ for $x \in A$. Therefore, $w(y)=-u\left(x_{0}\right)<0=w\left(x_{0}\right)$, a contradiction. Therefore, we must have $y \in \partial A$ and due to the standard fact of point-set topology $\partial A \subset \partial \Lambda$, gives $y \in \partial \Lambda$. Now, we have the three possible cases, $y \in \partial B_{r}\left(x_{0}\right) \cap \Omega^{+}$, $u(y)=U_{0}\left(y-x_{0}\right)$ or $y \in \partial \Omega^{+}$. It is easy to see that the two later cases lead to the contradiction $w(y)<0$, so $y \in \partial B_{r}\left(x_{0}\right) \cap \Omega^{+}$, and thus

$$
\begin{aligned}
& \sup _{\partial B_{r}\left(x_{0}\right) \cap \Omega^{+}} u(x)-u\left(x_{0}\right)-C r^{\beta}=\sup _{\partial B_{r}\left(x_{0}\right) \cap \Omega^{+}} w(x) \\
& \geq \sup _{\partial B_{r}\left(x_{0}\right) \cap \Omega^{+} \cap \bar{\Lambda}} w(x)=\sup _{\bar{\Lambda}} w(x)=w(y) \geq w\left(x_{0}\right)=0
\end{aligned}
$$

which implies the required inequality in $(i)$.
For the proof of statement (ii) let $x \in \Omega^{-}(u)$ and take $r_{x}:=\operatorname{dist}\left(x, \Gamma^{-}\right)$. Set $v=-u$, then $v>0$ in $B_{r_{x}}(x)$ and $-\Delta v=\lambda^{-} v^{q-1}$. Now, define the auxiliary function

$$
w(y)=\frac{v(y)^{2-q}}{2-q}-\frac{\lambda^{-}}{2 n}\left(r_{x}^{2}-|y-x|^{2}\right),
$$

and compute

$$
\Delta w(y)=(1-q) \frac{|\nabla v|^{2}}{v^{q}}+v^{1-q} \Delta v+\lambda^{-}=-(q-1) \frac{|\nabla v|^{2}}{v^{q}}<0 .
$$

Since on $\partial B_{r_{x}}(x)$ we have $w(y)=\frac{v(y)^{2-q}}{2-q} \geq 0$ and $w$ is superharmonic we get $w(x)=\frac{v(x)^{2-q}}{2-q}-\frac{\lambda^{-}}{2 n} r_{x}^{2} \geq 0$, which gives the desired estimate.
Remark 3.2. (Nondegeneracy) Note that from the statement (i), if $x_{0} \in$ $\Gamma^{+}$by the continuity of $u$ we get

$$
\sup _{B_{r}\left(x_{0}\right) \cap \Omega^{+}} u(x) \geq C r^{\beta}
$$

for any $r>0$ such that $B_{r}\left(x_{0}\right) \subset D$. Also, if $x_{0} \in \Gamma^{-}$is an exterior point of $\Omega^{+}$, i.e., there exist $x_{1} \in \Omega^{-}$and $r_{0}>0$ such that $\left|x_{0}-x_{1}\right|=r_{0}$ and $B_{r_{0}\left(x_{1}\right)} \subset \Omega^{-}$, then the statement (ii) of the above lemma gives

$$
\inf _{B_{r}\left(x_{0}\right) \cap \Omega^{-}} u(x) \leq-C r^{\beta}
$$

for any $r<r_{0}$. Indeed if $r<r_{0}$, we can take a point $x_{r}$ in the line segment $\overline{x_{0} x_{1}}$ such that $\left|x_{0}-x_{r}\right|=r$, then

$$
\inf _{B_{r}\left(x_{0}\right) \cap \Omega^{-}} u(x) \leq u\left(x_{r}\right) \leq-C\left(\operatorname{dist}\left(x_{r}, \Gamma^{-}\right)\right)^{\beta}=-C\left|x_{0}-x_{r}\right|^{\beta}=-C r^{\beta} .
$$

The next lemma says that a solution $u$ of (1.2) will have the optimal growth $\beta$ at free boundary points lieing on $\Gamma^{+}-\Gamma^{-}$. Note that since $u$ is non-negative in a neighborhood of a point on $\Gamma^{+}-\Gamma^{-}$, it can be deduced from the results of [18] (also see [[2], Corollary 1.11]), but we give a different proof using the comparison principle and Harnack's inequality.
Lemma 3.3. Let $u \in W^{1,2}(D)$ be a solution of (1.2) and $x_{0} \in \Gamma^{+}-\Gamma^{-}$. Then there exists $r_{0}=r_{0}\left(x_{0}\right)>0$ such that

$$
\sup _{B_{r}\left(x_{0}\right)} u(x) \leq C r^{\beta}, \text { for every } r \leq r_{0}
$$

where $\beta=\frac{2}{2-q}$ and $C$ is a constant depends on $n, q$ and $\lambda^{+}$.

Proof. Let $x_{0} \in \Gamma^{+}-\Gamma^{-}$, then $u\left(x_{0}\right)=0$ and there exists $r_{0}>0$ such that $u(x) \geq 0$ in $B_{r_{0}}\left(x_{0}\right)$, so from (1.2) we obtain

$$
\begin{equation*}
\Delta u(x)=\lambda^{+} u^{q-1} \text { in } B_{r_{0}}\left(x_{0}\right) . \tag{3.3}
\end{equation*}
$$

Define

$$
M_{r}=\sup _{B_{r}\left(x_{0}\right)}|u(x)|, r<r_{0} .
$$

Now split $u$ into the sum $v+H$ in $B_{r}\left(x_{0}\right)$, where

$$
\begin{gathered}
\Delta v=\lambda^{+} u^{q-1}, \Delta H=0 \text { in } B_{r}\left(x_{0}\right), \\
v=0, H=u \text { on } \partial B_{r}\left(x_{0}\right) .
\end{gathered}
$$

We estimate $v$ and $H$ separately.
To estimate $v$ consider the auxiliary function $w(x)=\frac{1}{2 n}\left(r^{2}-\left|x-x_{0}\right|^{2}\right)$, which satisfies

$$
\begin{aligned}
\Delta w & =-1, \text { in } B_{r}\left(x_{0}\right), \\
w & =0, \text { on } \partial B_{r}\left(x_{0}\right) .
\end{aligned}
$$

From (3.3) and the definition of $M_{r}$ we have

$$
0 \leq \Delta v=\lambda^{+} u^{q-1} \leq \lambda^{+} M_{r}^{q-1} \text { in } B_{r}\left(x_{0}\right),
$$

and by the comparison principle we get

$$
-\lambda^{+} M_{r}^{q-1} w(x) \leq v(x) \leq 0, \text { in } B_{r}\left(x_{0}\right),
$$

which implies

$$
\begin{equation*}
-\frac{\lambda^{+}}{2 n} M_{r}^{q-1} r^{2} \leq v(x) \leq 0, \text { in } B_{r}\left(x_{0}\right) \tag{3.4}
\end{equation*}
$$

To estimate $H$ observe that $H$ is a nonnegative harmonic function in $B_{r}\left(x_{0}\right)$ and $H=u$ on $\partial B_{r}\left(x_{0}\right)$. Therefore, the Harnack's inequality gives

$$
H(x) \leq C_{n} H\left(x_{0}\right)=-C_{n} v\left(x_{0}\right) \leq C_{n} \lambda^{+} M_{r}^{q-1} r^{2}, x \in B_{\frac{r}{2}}\left(x_{0}\right) .
$$

Combining the estimates for $v$ and $H$ we get

$$
u(x) \leq C M_{r}^{q-1} r^{2}, x \in B_{\frac{r}{2}}\left(x_{0}\right),
$$

and

$$
M_{\frac{r}{2}} \leq C M_{r}^{q-1} r^{2} \text { for every } r<r_{0}
$$

Using the equality $r^{2}=\frac{r^{\beta}}{r^{\beta(q-1)}}$ in the last inequality we have

$$
\begin{equation*}
\tilde{M}_{\frac{r}{2}} \leq C_{q} \tilde{M}_{r}^{q-1}, \text { where } \tilde{M}_{r}:=\frac{M_{r}}{r^{\beta}} \text { and } C_{q}=2^{\beta} C . \tag{3.5}
\end{equation*}
$$

Taking $r_{j}:=\frac{r_{0}}{2^{j}}$ and $\tilde{M}_{j}:=\tilde{M}_{r_{j}}$ for $j=0,1,2, \ldots$, from (3.5) we obtain $\tilde{M}_{j+1} \leq C_{q} \tilde{M}_{j}^{q-1} \leq C_{q} C_{q}^{q-1} \tilde{M}_{j-1}{ }^{(q-1)^{2}} \leq \ldots \leq C_{q}^{\left(1+(q-1)^{2}+\ldots+(q-1)^{j}\right)} \tilde{M}_{0}^{(q-1)^{j}}$. Since $(q-1)^{j} \rightarrow 0$ and $1+(q-1)^{2}+\ldots+(q-1)^{j} \rightarrow \frac{1}{2-q}$ when $j \rightarrow \infty$, then $\left\{\tilde{M}_{j}\right\}$ is a bounded sequence, hence we find a positive constant $C$ such that $M_{j} \leq C r_{j}^{\beta}$ for every $j \in \mathbb{N}$ which is enough to conclude that $M_{r} \leq C r^{\beta}$ for any $r<r_{0}$ and the proof is complete.

Let $u$ be a solution of (1.2) and $x_{0} \in \Gamma^{+}-\Gamma^{-}$, then from lemma (3.3) there exists $r_{0}>0$ such that $u(x) \geq 0$ in $B_{r_{0}}\left(x_{0}\right)$ and

$$
\sup _{B_{r}\left(x_{0}\right)} u(x) \leq C r^{\beta}, \text { for every } r \leq r_{0}
$$

Now, following [18] for $r<r_{0}$

$$
\left|D^{\alpha} u(x)\right| \leq C(u(x))^{\frac{\beta-|\alpha|}{\beta}}, x \in \Omega^{+}(u) \cap B_{\frac{r}{3}}\left(x_{0}\right),
$$

where $D^{\alpha}=D_{1}^{\alpha_{1}} \ldots D_{n}^{\alpha_{n}},|\alpha|=\sum_{i=1}^{n} \alpha_{i}$ and $u \in C^{[\beta], \beta-[\beta]}\left(B_{\frac{r}{3}}\left(x_{0}\right)\right)$.
Note that if $x_{0} \in \Gamma^{+} \cap \Gamma^{-}$, then $u$ changes sign in every ball $B_{r}\left(x_{0}\right), r>0$ and the techniques used in the previous works mentioned in Section 1.2 can not be used here to get the above result.
In the sequel, to study the free boundary we frequently use the following fundamental lemma of Caffarelli and Friedman [5]. Note that this lemma in [5] is proved for the case $n=3$, but as the authors indicated in the introduction the proof is valid for any dimension. A related result in two dimensions was proved by Hartman and Wintner by complex variables methods [14].

Lemma 3.4. ([5], Lemma 3.1) Let $\gamma$ be a positive non-integer, $\gamma \geq \gamma_{0}>0$, and let $v(x)$ be a function satisfying

$$
\begin{equation*}
|\Delta v(x)| \leq C_{\gamma}|x|^{\gamma} \text { in } B_{1}, C_{\gamma} \geq 2^{\gamma} . \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
v(x)=P(x)+\Gamma(x) \text { in } B_{1}, \tag{Then}
\end{equation*}
$$

where $P(x)$ is a harmonic polynomial of degree $[\gamma]+2$ and

$$
\begin{align*}
& |\Gamma(x)| \leq C C_{\gamma} \frac{\gamma}{\langle\gamma\rangle}|x|^{\gamma+2} \text { in } B_{1}  \tag{3.8}\\
& |\nabla \Gamma(x)| \leq C C_{\gamma} \frac{\gamma^{3}}{\langle\gamma\rangle}|x|^{\gamma+1} \text { in } B_{1} \tag{3.9}
\end{align*}
$$

where $\langle\gamma\rangle=\min \{\gamma-[\gamma], 1+[\gamma]-\gamma\}$ and $C$ is a constant depending only on $\gamma_{0}$, and on upper bounds on $|v(x)|$ and $|\nabla v(x)|$ for $x \in \partial B_{1}$.

For a function $u$ define the singular set as

$$
\mathcal{S}(u)=\{x \in D ; u(x)=|\nabla u(x)|=0\},
$$

and set

$$
\mathcal{O}_{b}(u)=\left\{x_{0} ; \exists C, \delta>0 ;|u(x)| \leq C\left|x-x_{0}\right|^{b}, \text { in } B_{\delta}\left(x_{0}\right)\right\} .
$$

Also, motivated by the work of Caffarelli and Friedman [5] we define
$\mathcal{S}_{m}(u)=\left\{x_{0} ; u(x)=H_{m}\left(x-x_{0}\right)+O\left(\left|x-x_{0}\right|^{m+\delta}\right), 0 \not \equiv H_{m} \in \Sigma_{m}, \delta>0\right\}$, where $\Sigma_{m}$ denotes the space of all homogeneous harmonic polynomials of degree $m$.

Remark 3.5. Note that in the definition of $\mathcal{S}_{m}(u)$, we can replace $H_{m}$ by a harmonic polynomial (not necessary homogeneous) $P_{m}$ of degree $m$. To see this it suffices to expand $P_{m}$ into its Taylor series around $x_{0}$. Indeed, if $P_{m}(x)=\sum_{i=k}^{m} Q_{i}\left(x-x_{0}\right)$, where every $Q_{i}$ is a homogeneous harmonic polynomial of degree $i$ and $k \geq 1$, then $x_{0} \in \mathcal{S}_{j}(u)$, where $j$ is the least integer $\geq 1$ such that $Q_{j} \not \equiv 0$.

Now, we present one of our main results concerning the representation of free boundary points. We prove it for $R^{3}$, the proof however is valid for any dimension.
Theorem 3.6. Let $\Gamma(u)$ be the free boundary, then

$$
\begin{equation*}
\Gamma(u)=\bigcup_{m=1}^{[\beta]} \mathcal{S}_{m}(u) \cup \bigcap_{2<b<\beta} \mathcal{O}_{b}(u) . \tag{3.10}
\end{equation*}
$$

Moreover, if $\beta$ is a positive non-integer, then

$$
\begin{equation*}
\Gamma(u)=\bigcup_{m=1}^{[\beta]} \mathcal{S}_{m}(u) \cup \mathcal{O}_{\beta}(u) . \tag{3.11}
\end{equation*}
$$

Furthermore, if $K$ is a compact subset of $D$, then the constant $C$ in the definition of $\mathcal{O}_{b}(u), 2<b \leq \beta$ is uniform in $x_{0}, x_{0} \in K \cap \Gamma(u)$ and depends only on $q, u$ and $K$.

Proof. Suppose $x_{0} \in \Gamma(u) \backslash \bigcup_{m=1}^{[\beta]} \mathcal{S}_{m}(u)$. Since $u\left(x_{0}\right)=0$ and $u$ is in $C^{2}$, thus there exists $C_{0}>0$ such that $|u(x)| \leq C_{0}\left|x-x_{0}\right|$ in $B_{r_{0}}\left(x_{0}\right)$
for some $r_{0}>0$. We can take $r_{0}=1$ due to the scaling property of solutions. Then it follows that
$|\Delta u(x)|=\lambda^{+}\left(u^{+}\right)^{q-1}+\lambda^{-}\left(u^{-}\right)^{q-1} \leq\left(\lambda^{+}+\lambda^{-}\right)|u|^{q-1} \leq \lambda C_{0}\left|x-x_{0}\right|^{(q-1)}$, in $B_{1}\left(x_{0}\right)$, where $\lambda:=\lambda^{+}+\lambda^{-}$. Thus, by Lemma 3.4

$$
u(x)=P_{1}(x)+R_{1}(x), \text { in } B_{1}\left(x_{0}\right),
$$

where $P_{1}$ is a harmonic polynomial of degree $[q-1]+2=2$, and for $x \in B_{1}\left(x_{0}\right)$

$$
\left|R_{1}(x)\right| \leq C \lambda C_{0} \frac{q-1}{\langle q-1\rangle}\left|x-x_{0}\right|^{q-1+2}=C \lambda C_{0}\left|x-x_{0}\right|^{q+1},
$$

where $C$ is a constant depending only on $q$, and on upper bounds on $u(x)$ and $|\nabla u(x)|$ for $x \in \partial B_{1}\left(x_{0}\right)$. Since $P_{1}$ is of degree $2 \leq[\beta]$, by our assumption and Remark 3.5, we must have $P_{1} \equiv 0$. It follows that $u(x)=R_{1}(x)$ in $B_{1}\left(x_{0}\right)$, hence

$$
|\Delta u(x)| \leq \lambda|u(x)|^{q-1}=\lambda\left|R_{1}(x)\right|^{q-1} \leq \lambda\left(C \lambda C_{0}\right)^{q-1}\left|x-x_{0}\right|^{(q-1)(q+1)},
$$

in $B_{1}\left(x_{0}\right)$. Replacing $(q-1)(q+1)$ (in the case it is an integer) with $(q-1)(q+1)-\varepsilon_{1}$ to get a non-integer, where $0 \leq \varepsilon_{1}<q-1$, and applying Lemma 3.4 once again we conclude that,

$$
u(x)=P_{2}(x)+R_{2}(x), \text { in } B_{1}\left(x_{0}\right),
$$

where $P_{2}$ is a harmonic polynomial of degree $2+\left[(q-1)(q+1)-\varepsilon_{1}\right]$ and

$$
\left|R_{2}(x)\right| \leq C \lambda\left(C \lambda C_{0}\right)^{q-1} \frac{(q-1)(q+1)-\varepsilon_{1}}{\left\langle(q-1)(q+1)-\varepsilon_{1}\right\rangle}\left|x-x_{0}\right|^{2+(q-1)(q+1)-\varepsilon_{1}}
$$

Since $1<q<2$ we get $q+1<\beta=\frac{2}{2-q}$, thus

$$
2+\left[(q-1)(q+1)-\varepsilon_{1}\right] \leq 2+[(q-1) \beta]=[\beta] .
$$

Hence, by our assumption $P_{2} \equiv 0$ and $u(x)=R_{2}(x)$ in $B_{1}\left(x_{0}\right)$. Repeating the above argument we are able to find sequences $\varepsilon_{j}$ and $\beta_{j}$ such that

$$
\begin{equation*}
|u(x)| \leq C_{j}\left|x-x_{0}\right|^{\beta_{j}}, \text { in } B_{1}\left(x_{0}\right), \tag{3.12}
\end{equation*}
$$

where $\beta_{0}=1, \varepsilon_{0}=0$ and for $j \geq 0$

$$
\begin{gather*}
\beta_{j+1}=2+(q-1) \beta_{j}-\varepsilon_{j}, 0 \leq \varepsilon_{j}<(q-1)^{j}  \tag{3.13}\\
C_{j+1}=C \lambda C_{j}^{(q-1)} \frac{\beta_{j}-2}{\left\langle\beta_{j}-2\right\rangle} . \tag{3.14}
\end{gather*}
$$

By induction it is easy to see that $\beta_{j} \leq \beta$. Indeed, we have $\beta_{1}=2<\beta$, and if $\beta_{j} \leq \beta$ then

$$
\beta_{j+1}=2+(q-1) \beta_{j}-\varepsilon_{j} \leq 2+(q-1) \beta=\beta
$$

Taking $b_{j}=\beta-\beta_{j}$ in (3.13) we compute

$$
\begin{aligned}
b_{j+1} & =(q-1) b_{j}+\varepsilon_{j}=(q-1)^{2} b_{j-1}+(q-1) \varepsilon_{j-1}+\varepsilon_{j}=\ldots=(q-1)^{j} b_{1} \\
& +\sum_{i=1}^{j}(q-1)^{i} \varepsilon_{j-i} \\
& \leq(q-1)^{j} b_{1}+j(q-1)^{j} \rightarrow 0, \text { as } n \rightarrow \infty
\end{aligned}
$$

and consequently, $\beta_{j} \rightarrow \beta$ as $j \rightarrow \infty$. Now, if $b<\beta$ we can choose a $j_{b} \in \mathbb{N}$ so that $b<\beta_{j_{b}}$, hence

$$
|u(x)| \leq C_{j_{b}}\left|x-x_{0}\right|^{\beta_{j_{b}}} \leq C_{j_{b}}\left|x-x_{0}\right|^{b}, \text { in } B_{1}\left(x_{0}\right)
$$

This proves the first assertion. Now, suppose $\beta$ is a positive non-integer, since $\beta_{j} \rightarrow \beta$ thus $\left\langle\beta_{j}\right\rangle \rightarrow\langle\beta\rangle>0$, hence for a $j_{0} \in \mathbb{N},\left\langle\beta_{j}\right\rangle>\frac{\langle\beta\rangle}{2}$, for any $j \geq j_{0}$. Taking $j_{0}$ large enough we have $\beta_{j} \leq 2+\beta$ and from (3.14) with $\alpha:=C \lambda \frac{2 \beta}{\langle\beta\rangle}$ we get
$C_{j+1} \leq \alpha C_{j}^{q-1} \leq \alpha^{1+(q-1)} C_{j}^{(q-1)^{2}} \leq \ldots \leq \alpha^{1+(q-1)+\ldots(q-1)^{j-j_{0}}} C_{j_{0}}^{(q-1)^{j-j_{0}}}$.
Since $0<q-1<1$, we have $1+(q-1)+\ldots(q-1)^{j-j_{0}}<\frac{1}{2-q}$ and $(q-1)^{j-j_{0}} \rightarrow 0$ as $j \rightarrow \infty$. Thus, (3.15) implies that $\left\{C_{j}\right\}$ is a bounded sequence. Taking $j \rightarrow \infty$ in (3.12) we obtain

$$
|u(x)| \leq C\left|x-x_{0}\right|^{\beta}, \text { in } B_{1}\left(x_{0}\right)
$$

which is the desired results.
For the last assertion, suppose that $K$ is a compact subset of $D$. Since $u \in C_{l o c}^{2, q-1}(D)$, for $x_{0} \in K \cap \Gamma(u)$ we can choose a $C_{0}$ uniform in $x_{0}$ and depends only on $u$ and $K$ such that $|u(x)| \leq C_{0}\left|x-x_{0}\right|$ in $B_{r_{0}}\left(x_{0}\right)$ for some $r_{0}<\frac{1}{2} \operatorname{dist}(K, \partial D)$. Starting the above proof with this $C_{0}$, the rest of the proof shows that $C$ is independent of $x_{0}$.

Theorem 3.7. Let $n=2$ and $x_{0}$ be a non-isolated point of $\mathcal{S}(u)$ then

$$
\begin{equation*}
x_{0} \in \bigcap_{b<\beta} \mathcal{O}_{b}(u) \tag{3.16}
\end{equation*}
$$

and in the case $\beta \notin \mathbb{Z}$

$$
\begin{equation*}
x_{0} \in \mathcal{O}_{\beta}(u) \tag{3.17}
\end{equation*}
$$

Proof. For simplicity take $x_{0}=0$. We show that $0 \notin \bigcup_{m=1}^{[\beta]} \mathcal{S}_{m}(u)$ and then the conclusion follows from Theorem 3.6. Suppose this is not the case, so there is an $m \geq 1$ such that $0 \in \mathcal{S}_{m}(u)$, hence

$$
\begin{equation*}
u(x)=H_{m}(x)+O\left(|x|^{m+\delta}\right), \text { in } B_{1}, \tag{3.18}
\end{equation*}
$$

for some $\delta>0$, where $0 \not \equiv H_{m} \in \Sigma_{m}$. Since $0 \in \mathcal{S}(u)$ and $u$ is a $C^{2}$ function, then from (3.18) we get $H_{m}(0)=\left|\nabla H_{m}(0)\right|=0$ follows that $m \geq 2$. Now, take a sequence of points $x_{j} \neq 0$ in $\mathcal{S}(u)$, where $x_{j} \rightarrow 0$. From (3.18) and the homogeneity of degree $m$ of $H_{m}$ we get

$$
H_{m}\left(\frac{x_{j}}{2\left|x_{j}\right|}\right)=\frac{H_{m}\left(x_{j}\right)}{2^{m}\left|x_{j}\right|^{m}}=\frac{u\left(x_{j}\right)}{2^{m}\left|x_{j}\right|^{m}}+\frac{O\left(\left|x_{j}\right|^{m+\delta}\right)}{2^{m}\left|x_{j}\right|^{m}}=\frac{O\left(\left|x_{j}\right|^{m+\delta}\right)}{2^{m}\left|x_{j}\right|^{m}} \rightarrow 0 .
$$

Taking $y_{j}=\frac{x_{j}}{2\left|x_{j}\right|}$, there is a subsequence $y_{j_{i}}$ and $y$ with $|y|=\frac{1}{2}$ such that $y_{j_{i}} \rightarrow y$ and $H_{m}(y)=0$. Since $\nabla H_{m}$ is also homogeneous (of degree $m-1$ ), similar to the above argument (starting with $x_{j_{i}}$ instead of $x_{j}$ ) we can show that $\nabla H_{m}(y)=0$, and from the harmonicity of $H_{m}$, $\lambda y \in \mathcal{S}\left(H_{m}\right)$ for every $\lambda \in R^{+}$. But this contradicts the fact that the singular set of every harmonic function in $R^{2}$ is isolated (for example, see [12], Lemma 2.4.1), so $H_{m} \equiv 0$ in $B_{1}$, which is a contradiction.

To get a similar result in the case $n \geq 3$, we need a density assumption on the singular set $\mathcal{S}(u)$ near $x_{0}$.

Definition 3.8. For the set of points $x_{1}, \ldots, x_{k}$ in $S \subset R^{n}, k \leq n$, let $P_{x_{1}, \ldots, x_{k}}^{x_{0}}$ be the $k$-dimensional parallelogram (with one "vertex" $x_{0}$ ) and vectors $\overrightarrow{x_{0} x_{1}}, \ldots, \overrightarrow{x_{0} x}$ as the edges. Indeed we have

$$
P_{x_{1}, \ldots, x_{k}}^{x_{0}}=\left\{\sum_{i=1}^{k} t_{i} \overrightarrow{x_{0} x_{i}} ; 0 \leq t_{i} \leq 1\right\} .
$$

Note that

$$
\mathrm{Vol}_{R^{k}} P_{x_{1}, \ldots, x_{k}}^{x_{0}}>0 \Leftrightarrow \overrightarrow{x_{0} x_{1}}, \ldots, \overrightarrow{x_{0} x_{k}} \text { are linearly independent }
$$

and

$$
\operatorname{Vol}_{R^{k}} P_{r_{1} x_{1}, \ldots, r_{k} x_{k}}^{0}=r_{1} \ldots r_{k} \operatorname{Vol}_{R^{k}} P_{x_{1}, \ldots, x_{k}}^{0} .
$$

Now, let $S \subset R^{n}$ and $x_{0} \in S$. We define

$$
\delta_{r}\left(S, x_{0}, k\right):=\sup \left\{\frac{\operatorname{Vol}_{R^{k}} P_{x_{1}, \ldots, x_{k}}^{x_{0}}}{r^{k}}, x_{1}, \ldots, x_{k} \in S \cap B_{r}\left(x_{0}\right)\right\},
$$

and $\delta_{r}(S, k):=\delta_{r}(S, 0, k)$.

Remark 3.9. L. Caffarelli in [4] used the concept of minimal diameter, that measures the thinness of the zero set of solution at a given point. For a set $S \subset R^{n}$, define

$$
\delta_{r}^{\prime}\left(S, x_{0}\right):=\frac{M D\left(S \cap B_{r}\left(x_{0}\right)\right)}{r}
$$

where $M D(A)$, called minimal diameter of $A$, is the infimum of distances between pairs of parallel planes such that $A$ is contained in the strip determined by the plane. Many authors used the condition

$$
\limsup _{r \rightarrow 0} \delta_{r}^{\prime}\left(\Gamma(u), x_{0}\right)>0
$$

where $x_{0} \in \partial \Gamma(u) \cap D$ to analyze the free boundary. It is easy to see that there is a constant $C$ so that $\delta_{r}^{\prime}\left(S, x_{0}\right) \leq C \delta_{r}\left(S, x_{0}, k\right)$ for every $k \leq n$.

The following example shows that we can have $\delta_{r}^{\prime}\left(S, x_{0}\right)=0$ while $\delta_{r}\left(S, x_{0}, n-1\right)>C>0$, for every $r>0$.
Example 3.10. Take $S=\{(0, y,|y|), y \in R\} \subset R^{3}$. Then $S$ is contained in the strip determined by the planes $x= \pm \varepsilon$ for every $\varepsilon>0$, so $\delta_{r}^{\prime}(S, 0)=0$ for every $r>0$. But it is easy to see that $\delta_{r}(S, 0,2)=\frac{\sqrt{3}}{2}$, for every $r>0$.

Theorem 3.11. Let $n \geq 3$ and $x_{0}$ be a non-isolated point of $\mathcal{S}(u)$. Moreover,

$$
\begin{equation*}
\limsup _{r \rightarrow 0} \delta_{r}\left(\mathcal{S}(u), x_{0}, n-1\right)>0 \tag{3.19}
\end{equation*}
$$

Then

$$
\begin{equation*}
x_{0} \in \bigcap_{b<\beta} \mathcal{O}_{b}(u) \tag{3.20}
\end{equation*}
$$

and in the case $\beta \notin \mathbb{Z}$

$$
\begin{equation*}
x_{0} \in \mathcal{O}_{\beta}(u) \tag{3.21}
\end{equation*}
$$

Proof. Without loss of generality take $x_{0}=0$, then similar to the proof of Theorem 3.7 it suffices to show $0 \notin \bigcup_{m=1}^{[\beta]} \mathcal{S}_{m}$. If this is not the case, then $u$ satisfies (3.18) in the proof of Theorem 3.7. Take $\delta:=$ $\limsup _{r \rightarrow 0} \delta_{r}\left(\mathcal{S}(u), x_{0}, n-1\right)$, then from (3.19) we can find a sequence $\left\{r_{j}\right\}$ of real numbers and sequences $\left\{x_{1, j}\right\}, \ldots,\left\{x_{n-1, j}\right\}$ in $\mathcal{S}(u)$ with $\left|x_{i, j}\right| \leq r_{j} \rightarrow 0, i=1, \ldots, n-1$ such that

$$
\begin{equation*}
\operatorname{Vol}_{R^{n-1}} P_{x_{1, j}, \ldots, x_{n-1, j}}^{0} \geq\left(\delta-\frac{1}{j}\right) r_{j}^{n-1} . \tag{3.22}
\end{equation*}
$$

Now, suppose that $H_{m} \not \equiv 0$ in $B_{1}$. Similar to the proof of Theorem 3.7 we find $x_{1}, \ldots, x_{n-1} \in \mathcal{S}\left(H_{m}\right)$ with (possibly passing to subsequences) $\frac{x_{i, j}}{\left|x_{i, j}\right|} \rightarrow x_{i}, i=1, \ldots, n-1$. But then from (3.22) we get

$$
\begin{aligned}
\operatorname{Vol}_{R^{n-1}} P_{x_{1}, \ldots, x_{n-1}}^{0} & =\lim _{n \rightarrow \infty} \operatorname{Vol}_{R^{n-1}} P_{\frac{x_{1, j}}{\left|x_{1, j}\right|}, \ldots, \left\lvert\, \frac{x_{n-1, j}}{\left|x_{n-1, j}\right|}\right.} \\
& \geq \overline{\lim }\left(\delta-\frac{1}{j}\right) \frac{r_{j}^{n-1}}{\left|x_{1, j}\right| \ldots\left|x_{n-1, j}\right|} \geq \delta,
\end{aligned}
$$

that shows $x_{1}, \ldots, x_{n-1}$ are linearly independent. Therefore, $\operatorname{dim} \mathcal{S}\left(H_{m}\right) \geq$ $n-1$. This contradicts the fact that the dimension of the singular set of a harmonic homogeneous polynomial is $\leq n-2$ [[13], page 5], also see [12]. Therefore, $H_{m} \equiv 0$ in $B_{1}$, a contradiction.

## 4. Structure of the singular set

Let $u$ be a $C^{2}$ solution of (1.2). By the implicit function theorem $\Gamma(u) \backslash \mathcal{S}(u)=\mathcal{S}_{1}(u)$ is an $(n-1)$-dimensional hypersurface at least locally. The following example shows that $\operatorname{dim} \mathcal{O}_{\beta}(u)$ can take every number of $0,1, \ldots, n$.

Example 4.1. For $j=1,2, \ldots, n$ and $\beta=\frac{2}{2-q}, 1<q<2$ the following functions

$$
u_{j}: R^{n} \rightarrow R, u_{j}\left(x_{1}, \ldots, x_{n}\right)=\gamma_{j}\left|\left(x_{1}, \ldots, x_{j}, 0, \ldots, 0\right)\right|^{\beta}
$$

are solutions of the equation

$$
\Delta u(x)=|u(x)|^{q-1},
$$

in $B_{1}$ for a suitable $\gamma_{j}$. Note that we have $\operatorname{dim} \mathcal{O}_{\beta}\left(u_{j}\right)=n-j, j=$ $1,2, \ldots, n$. Also the following function constructed in [17]

$$
\begin{gathered}
u(x)=\left(\frac{\sqrt{2}}{\beta}\right)^{\beta}|x-s|^{\beta}, \text { for } s \leq x, \\
u(x)=0, \text { for } x \leq s
\end{gathered}
$$

is a solution of

$$
\begin{gathered}
\Delta u(x)=(q-1)|u(x)|^{q-1}, \text { in } D=(-1,1), \\
u_{0}(-1)=0, u_{0}(1)=h>0
\end{gathered}
$$

for small $h$ and $s>-1$. Then $\operatorname{dim} \mathcal{O}_{\beta}(u)=\operatorname{dim}[-1, s]=1$.

In the sequel we study the structure of $\mathcal{S}_{m}(u)$ for $m \geq 2$ and give some partial results by assuming some conditions on the range of $q$ or the higher order regularity of solution $u$. To do this we use an approach similar to the one in [11], also see [12].
Let $1<q<\frac{4}{3}$, then $2<\beta=\frac{2}{2-q}<3$ and thus from Theorem 3.6 we have

$$
\begin{equation*}
\mathcal{S}(u)=\mathcal{S}_{2}(u) \cup \mathcal{O}_{\beta}(u), \tag{4.1}
\end{equation*}
$$

where by the definition of $\mathcal{S}_{m}(u)$

$$
\mathcal{S}_{2}(u)=\left\{x_{0} ; u(x)=H_{2}\left(x-x_{0}\right)+O\left(\left|x-x_{0}\right|^{2+\delta}\right), 0 \not \equiv H_{2} \in \Sigma_{2}, \delta>0\right\} .
$$

Indeed, in this case we have

$$
\begin{equation*}
\mathcal{S}_{2}(u)=\left\{x_{0} ; u(x)=H_{2}\left(x-x_{0}\right)+O\left(\left|x-x_{0}\right|^{2 q}\right), 0 \not \equiv H_{2} \in \Sigma_{2}\right\} . \tag{4.2}
\end{equation*}
$$

To see this, let $x_{0} \in \mathcal{S}_{2}(u)$, then there exists $C$ such that $|u(x)| \leq C\left|x-x_{0}\right|^{2}$ in $B_{r_{0}}\left(x_{0}\right)$ for some $r_{0}>0$. From (1.2) it follows that $|\Delta u(x)| \leq C^{\prime}\left|x-x_{0}\right|^{2(q-1)}$ in $B_{r_{0}}\left(x_{0}\right)$. Thus by Lemma 3.4

$$
u(x)=P\left(x-x_{0}\right)+R(x), \text { in } B_{r_{0}}\left(x_{0}\right)
$$

where $P$ is a harmonic polynomial of degree $[2(q-1)]+2=2$ and $R(x)=O\left(\left|x-x_{0}\right|^{2 q}\right)$. Now, since $x_{0} \in \mathcal{S}_{2}(u)$ and $2 q>2$ we must have $P(x)=x^{T} D^{2} P\left(x_{0}\right) x \in \Sigma_{2}$ thus (4.2) holds. Also, note that since $u$ is in $C^{2}$ and from Lemma 3.4 it is easy to show that

$$
\begin{equation*}
\mathcal{S}_{2}(u)=\left\{x_{0} ; u\left(x_{0}\right)=\left|\nabla u\left(x_{0}\right)\right|=0, D^{2} u\left(x_{0}\right) \neq 0\right\} . \tag{4.3}
\end{equation*}
$$

The next theorem shows that $\mathcal{S}_{2}(u)$ is locally countably $(n-2)$-rectifiable. The proof is essentially the same as that of Theorem 2.1 in [11] where the author studied the structure of the singular sets of solutions of homogeneous elliptic differential equations of the second order. The following lemma ([11], Lemma 2.3) is crucial for the proof.

Lemma 4.2. Suppose $A \subset R^{n}$ has the following property: for any $x \in A$ there exists a $j$-dimensional linear subspace $l_{x}$ such that for any sequence $\left\{x_{k} \subset A\right\}$ with $x_{k} \rightarrow x$, we have

$$
\text { Angle }\left\langle\overline{x x_{k}}, l_{x}\right\rangle \rightarrow 0
$$

Then $A$ is on a countable union of $j$-dimensional Lipschitz graphs.
Theorem 4.3. Let $1<q<\frac{4}{3}$ and $u$ be a solution of (1.2) in $B_{1}$. Then $\mathcal{S}_{2}(u)$ given in (4.1) is countably ( $n-2$ )-rectifiable.

Proof. We show that

$$
\mathcal{S}_{2}(u)=\bigcup_{j=0}^{n-2} \mathcal{S}_{2}^{j}(u)
$$

where $\mathcal{S}_{2}^{j}(u)$ is on a countable union of $j$-dimensional $C^{1}$ manifolds, $j=0,1, \ldots, n-2$. To do this take $y \in \mathcal{S}_{2}(u)$ and let $H_{2, y}$ be the leading polynomial of $u$ at $y$ as in the definition of $\mathcal{S}_{2}(u)$. Since $H_{2, y}$ is a nonzero homogeneous harmonic polynomial of degree 2 , thus

$$
\mathcal{S}_{2}\left(H_{2, y}\right)=\left\{x ; H_{2, y}(x)=\left|\nabla H_{2, y}(x)\right|=0, D^{2} H_{2, y}(x) \neq 0\right\}
$$

is a linear subspace with $\operatorname{dim} \mathcal{S}_{2}\left(H_{2, y}\right) \leq n-2$ [[11], page 10], also see [12]. Indeed, assuming $H_{2, y}(x)=\sum_{|\nu|=2} a_{\nu} x^{\nu}$, then if $z \in \mathcal{S}_{2}\left(H_{2, y}\right)$ from $H_{2, y}(z)=\left|\nabla H_{2, y}(z)\right|=0$ we get $H_{2, y}(x)=\sum_{|\nu|=2} a_{\nu}(x-z)^{\nu}$. Therefore,

$$
H_{2, y}(x)=H_{2, y}(x+z), x \in R^{n}
$$

which gives $H_{2, y}(x)=H_{2, y}(x+\lambda z)$ for $x \in R^{n}$ and $\lambda \in R$ (note that $H_{2, y}$ is a homogeneous harmonic polynomial). Therefore, $H_{2, y}(\lambda z)=$ $\left|\nabla H_{2, y}(\lambda z)\right|=0$ gives $\lambda z \in \mathcal{S}_{2}\left(H_{2, y}\right)$. Now, it is easy to see that $\mathcal{S}_{2}\left(H_{2, y}\right)$ is a linear subspace. To prove that $\operatorname{dimS}_{2}\left(H_{2, y}\right) \leq n-2$, take $d:=$ $\operatorname{dim} \mathcal{S}_{2}\left(H_{2, y}\right)$ then from the above fact that $H_{2, y}(x)=H_{2, y}(x+z)$, for $x \in R^{n}$ and $z \in \mathcal{S}_{2}\left(H_{2, y}\right), H_{2, y}$ must be a function of $n-d$ variables. But if $d=n-1$ then $H_{2, y}$ must be a second order harmonic polynomial of one variable which is impossible, so $d=n-2$. Now, define

$$
\mathcal{S}_{2}^{j}(u)=\left\{y \in \mathcal{S}_{2}(u) ; \operatorname{dimS}_{2}\left(H_{2, y}\right)=j\right\}, j=0,1, \ldots, n-2 .
$$

Let $y, y_{k} \in \mathcal{S}_{2}^{j}(u)$, with $y_{k} \rightarrow y$. Then we have

$$
\begin{array}{ll}
H_{2, y_{k}}\left(x-y_{k}\right) & =\left(x-y_{k}\right)^{T} D^{2} u\left(y_{k}\right)\left(x-y_{k}\right) \rightarrow(x-y)^{T} D^{2} u(y)(x-y) \\
(4.4) & =H_{2, y}(x-y), \tag{4.4}
\end{array}
$$

uniformly in $C^{2}\left(B_{1}\right)$. Also, if we take $z_{k}=\frac{\overline{y y_{k}}}{\left|y y_{k}\right|} \rightarrow z$, then similar to the proof of Theorem 3.7 we can prove that $z \in \mathcal{S}_{2}\left(H_{2, y}\right)$. Now, let $l_{y}:=\mathcal{S}_{2}\left(H_{2, y}\right)$, which is a $j$-dimensional linear subspace, then the latter fact together with (4.4) and the equality Angle $\left\langle w, l_{y}\right\rangle=\operatorname{Angle}\left\langle\frac{w}{|w|}, l_{y}\right\rangle$, for $0 \neq w \in R^{n}$, show that

$$
\text { Angle }\left\langle\overline{y y_{k}}, l_{y}\right\rangle \rightarrow 0 .
$$

Now, applying Lemma 4.2 completes the proof.

Remark 4.4. If one can prove that a solution $u$ of (1.2) is in $C_{l o c}^{[\beta]}(D)$, then similar to the proof of Theorem 4.2 can prove that $\mathcal{S}_{m}(u)$ is locally countably ( $n-2$ )-rectifiable for $2 \leq m \leq[\beta]$. Indeed, for such $u$ using Lemma 3.3 we have

$$
\begin{aligned}
\mathcal{S}_{m}(u) & =\left\{x_{0} ; u(x)=H_{m}\left(x-x_{0}\right)+O\left(\left|x-x_{0}\right|^{m+\delta}\right), 0 \not \equiv H_{m} \in \Sigma_{m}, \delta>0\right\} \\
& =\left\{x_{0} \in \mathcal{S}(u) ; D^{\alpha} u\left(x_{0}\right)=0 \text { for any }|\alpha|<m, D^{m} u\left(x_{0}\right) \neq 0\right\} .
\end{aligned}
$$

Thus, using the fact that $\operatorname{dim} \mathcal{S}_{m}\left(H_{m}\right) \leq n-2$ for any non-zero homogeneous harmonic polynomial $H_{m}$ of degree $m$ and by a completely similar argument as above we can show that for any $2 \leq m \leq[\beta]$ there exists the following decomposition

$$
\mathcal{S}_{m}(u)=\bigcup_{j=0}^{n-2} \mathcal{S}_{m}^{j}(u)
$$

where $\mathcal{S}_{m}^{j}(u)$ is on a countable union of $j$-dimensional $C^{1}$ manifolds for $j=0,1, \ldots, n-2$.
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