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Abstract. For singularities f ∈ K[[x1, . . . , xn]] over an alge-
braically closed field K of arbitrary characteristic, we introduce the
finite S−determinacy under S−equivalence, where S = RG , RA, KG ,
KA. It is proved that the finite RG(KG)−determinacy is equivalent
to the finiteness of the relative G−Milnor (G−Tjurina) number and
the finite RA(KA)−determinacy is equivalent to the finiteness of
the relative A−Milnor (A−Tjurina) number. Moreover, some esti-
mates are provided on the degree of the S−determinacy in positive
characteristic.
Keywords: Finite RG (RA)−determinacy, finite KG (KA)− deter-
minacy, the relative G(A)−Milnor number, relative G(A)− Tjurina
number.
MSC(2010): Primary: 14B05; Secondary: 32S10, 32S25, 58K40.

1. Introduction

In this paper, we assume that K is an algebraically closed field of
arbitrary characteristic unless otherwise stated explicitly. Let

K[[x]] = K[[x1, . . . , xn]] =

{ ∑
α∈Nn

aαx
α|aα ∈ K

}
be the formal power series ring over K. We use the usual multi-index
notation xα = xα1

1 · · ·xαn
n for α = (α1, . . . , αn) ∈ Nn. We denote M =
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⟨x1, . . . , xn⟩ the unique maximal ideal of K[[x]], so that the set of units
in K[[x]] is K[[x]]∗ = K[[x]]\M,

Let S be a subgroup of Aut(K[[x]]). Then an equivalence relation
can be introduced on K[[x]] via S. For the given equivalence relation,
a fundamental question is: when is a function f ∈ K[[x]] equivalent to
a finite number of terms of its power series. This question is concerned
with the finite determinacy theory and the classification theory for map-
germs.

If K is the field of complex numbers and K[[x]] is the ring of formal
power series defined by the convergent ones, this question is well studied
by John Mather and some authors (see, e.g. [1,2,4–6,11–15,17]). In the
complex case, let On+1,0 be the local ring of analytic function germs on
analytic space (Cn+1, 0). Let {y1, . . . , yn+1} be a coordinate system in
Cn+1 and M be the maximal ideal of On+1,0. Let R be the group of all
the holomorphic automorphisms of the germ (Cn+1, 0). Take L as the
y1−axis in (Cn+1, 0), then the defining ideal of L is G = ⟨y2, . . . , yn+1⟩.
Let

RL
.
= {ϕ ∈ R | ϕ (L) = L},

be the subgroup of the holomorphic automorphisms ϕ : (Cn+1, 0) →
(Cn+1, 0) such that ϕ(L) = L for all ϕ ∈ R. RL can act on M · G
from right and this defines an equivalence relation on M·G. Two germs
f, g ∈ M · G are called RL−equivalent if there exists a ϕ ∈ RL such
that f = g ◦ϕ. A germ f ∈ M·G is called k−RL−determined in M·G
if for each g ∈ M · G such that f − g ∈ Mk+1 ∩ G = Mk · G, g is RL−
equivalent to f.

Siersma studied the problem of finite RL−determinacy in [16]. He
gave the list of RL−simple singularities and studied the Milnor fiber of
a generic deformation of a certain class of such singularities.

Jiang and Siersma proved the following theorem (see Theorem 2.2.
of [9]):

If Mk · G ⊂ M · τG(f) +Mk+1 · G, then f is k −RL−determined,
where

τG(f)
.
= M· ⟨ ∂f

∂y1
⟩+ G · ⟨ ∂f

∂y2
, . . . ,

∂f

∂yn+1
⟩

is the tangent space at f of the RL−orbit RL(f).
In [4], When (X, 0) is the germ of an analytic subvariety of (Cn, 0),

let RX be the group of all analytic automorphisms of (Cn, 0) which
preserve X. RX can act on On,0 and induce an equivalence relation. If
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f is again a function germ on Cn at 0, Bruce and Roberts generalized
the definition of Milnor number µ(f) as follows. Let ΘX,0 denote the
On,0 module of germs of vector fields on Cn at 0 which are tangent to
X, or equivalently, the submodule of germs of derivations of On,0 which
preserve the ideal defining X. For an f ∈ On,0 define jX(f) the ideal in
On,0 given by the image of the homomorphism

ΘX,0 → On,0, δ 7→ δf,

and define the Milnor number µX(f) of f on X to be dimCOn,0/jX(f).
Bruce and Roberts stated Damon’s result as (see Theorem 2.2. of [4]):
A germ f in On,0 is finitely determined with respect to the RX action if
µX(f) <∞.

In [3], Yousra Boubakri, Gert-Martin Greuel, and Thomas Markwig
studied the finite determinacy of singularities f ∈ K[[x]] over an alge-
braically closed field K of arbitrary characteristic under the equivalence
relation on the power series ring K[[x]] induced by the action of either
R = Aut(K[[x]]) or the semidirect product K = K[[x]]∗ ⋉ R. For an
f ∈ K[[x]], they established that the finiteness of the Milnor number
and the Tjurina number is equivalent to the finite R−determinacy of
f and the finite K−determinacy of f respectively. The Milnor number
µ(f) is defined as dimKK[[x]]/j(f) where j(f) is the Jacobian ideal of
f , generated by the partial derivatives fxi of f, (i = 1, . . . , n). The
Tjurina number τ(f) is defined as dimKK[[x]]/⟨f⟩ + j(f) where ⟨f⟩ is
the ideal generated by f . Their results are as follows (see Theorem 5
of [3]):

Let 0 ̸= f ∈ M ⊂ K[[x]] be a power series.
1. µ(f) <∞ if and only if f is finitely R−determined.
2. τ(f) <∞ if and only if f is finitely K−determined.
Since the proofs of Jiang’s theorem and Damon’s result need to use

the solution of a differential equation, it seems that their methods do
not work in the case of positive characteristic. Motivated by Jiang’s
theorem and Damon’s result, following the ideas of [3], we discuss the
finite determinacy of singularities f ∈ K[[x1, . . . , xn]] under the equiv-
alence relation on the power series ring K[[x]] induced by the action of
the subgroup of automorphisms preserving the line x2 = · · · = xn = 0 or
the subgroup of automorphisms preserving a given hypersurface. We try
to obtain some results which are similar to Jiang’s theorem, respectively
to Damon’s result in case of X is a smooth hypersurface.

In this paper, We have two main results :
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(1) For a singularity f ∈ M2 ⊂ K[[x]] over an algebraically closed
field K of arbitrary characteristic, the finite RG (or KG−)determinacy
of f is equivalent to the relative G−isolatedness of the singularity f (or
Rf ), when RG is the subgroup of automorphisms preserving the line
x2 = · · · = xn = 0 and KG

.
= K[[x]]∗ ⋉RG . (see Theorem 3.7 )

(2) Let 0 ̸= f ∈ M2 ⊆ K[[x]]. The finite RA (or KA−)determinacy
of f is equivalent to the relative G−isolatedness of the singularity f (or
Rf ), when RA is the subgroup of automorphisms preserving a given
hypersurface and KA

.
= K[[x]]∗ ⋉RA. (see Theorem 4.7 )

The above results also provide some estimates on the degree of deter-
minacy in positive characteristic (for details, see section 3 and 4).

Moreover, the results we obtain can be applied to classify the f ∈
K[[x]] which are finitely S−determined.

2. Preliminaries

Lemma 2.1. (see [7] p. 210) Let R be any ring and let f1, . . . , fn ∈
⟨x1, . . . , xn⟩ ·R[[x1, . . . , xn]] be power series. If φ is the endomorphism

φ : R[[x1, . . . , xn]] → R[[x1, . . . , xn]], xi 7→ fi, i = 1, . . . , n

and the Jacobian matrix J(φ) of φ is the matrix
(
(φi)xj

)
, then φ is an

isomorphism if and only if DetJ(φ)(0) is a unit in K.

Lemma 2.2. (see [3]) Let K be an algebraically closed field of arbitrary
characteristic and K[[x]] = K[[x1, . . . , xn]]. Let Q ≥ 1 be an integer
and let bp,0 ∈ MQ+p−1 and bp,i ∈ MQ+p for i = 1, . . . , n and p ≥ 1.
Consider the units vp = 1 + bp,0 ∈ K[[x]]∗ and the automorphisms ϕp ∈
Aut (K[[x]]) given by ϕp : xi 7→ xi + bp,i for i = 1, . . . , n. We denote by

φp = ϕp ◦ ϕp−1 ◦ · · · ◦ ϕ1 ∈ Aut (K[[x]])

the composition of the first p automorphisms, and we define inductively
up = vp · ϕp(up−1), where u0 = 1. Then the following hold true:

(a) The sequences (φp(xi))p≥1 converge in the M−adic topology of

K[[x]] to power series xi + bi with bi ∈ MQ+1 for i = 1, . . . , n. In
particular, the map

φ : K[[x]] → K[[x]] : xi 7→ xi + bi

is a local K-algebra automorphism of K[[x]].
(b) The sequence (up)p≥1 converges in the M−adic topology to a unit

u = 1 + b0 ∈ K[[x]]∗ with b0 ∈ MQ.
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(c) For any power series f0 ∈ K[[x]] the sequence (φp(f0))p≥1 con-

verges in the M−adic topology to φ(f0).
(d) For any power series f0 ∈ K[[x]] the sequence (up · φp(f0))p≥1

converges in the M−adic topology to u · φ(f0).

3. Finite S−determinacy of singularities in positive
characteristic, S = RG , KG

Definition 3.1. Let G be the ideal ⟨x2, . . . , xn⟩ of K[[x]] and R =
Aut (K[[x]]) . Define RG

.
= {φ ∈ R| φ(G) = G} . We say that two power

series f, g ∈ K[[x]] are right line equivalent or RG−equivalent if there is
an automorphism φ ∈ RG such that f = φ(g). We denote this relation
by f ∼rG g. A power series f ∈ K[[x]] is called k−RG−determined if for
each g ∈ K[[x]] such that the same k−jet as f , g is right line equivalent
to f .

Let KG
.
= K[[x]]∗ ⋉ RG . Two power series f, g ∈ K[[x]] are contact

line equivalent or KG−equivalent if there is an automorphism φ ∈ RG
and a unit u ∈ K[[x]]∗ such that f = u · φ(g), we denote this relation
by f ∼cG g. A power series f ∈ K[[x]] is k−KG−determined if for each
g ∈ K[[x]] such that the same k−jet as f , g is contact line equivalent to
f .

We say that f is finitely RG(KG)−determined if it is k −RG(KG)−
determined for some positive integer k.

For an f ∈ K[[x]], we call the K-algebra Rf = K[[x]]/⟨f⟩ the induced
hypersurface singularities.

We denote by jG(f) = M · ⟨fx1⟩ + G · ⟨fx2 , . . . , fxn⟩ the relative
G−Jacobian ideal of of f , where fxi is the formal partial derivative of f

with respect to xi.We call the associated algebraMG(f) =
K[[x]]
jG(f)

the rel-

ative G−Milnor algebra and its dimension µG(f) = dimK (MG(f)) the
relative G−Milnor number of f . We then call f a relative G−isolated
singularity if µG(f) < ∞ or, equivalently, if there is a positive integer
such that Mk ⊆ jG(f).

The relative G−Tjurina ideal of f is defined by tjG(f) = ⟨f⟩+ jG(f).

The associated algebra TG(f) =
K[[x]]
tjG(f)

is called the relative G−Tjurina

algebra of f . The dimension τG(f) = dimK (TG(f)) of TG(f) is called the
relative G−Tjurina number of f . We then call Rf a relative G−isolated
hypersurface singularity if τG(f) < ∞, which is equivalent to the exis-
tence of a positive integer k such that Mk ⊆ tjG(f).
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Note that the ideal jG(f) is basically the tangent space to the orbit
of f under the action of RG , and similarly that tjG(f) is basically the
tangent space to the orbit of f under the action of KG . The precise
statement and its proof will be given in Proposition 3.6.

Let f ∈ K[[x]] be a non-zero power series, we denote by ord(f) the
largest integer k such that f ∈ Mk. We set ord(0) = ∞.

Theorem 3.2. Let 0 ̸= f ∈ M2 and k ∈ N.
(a) If

Mk+2 ⊆ M2 · ⟨fx1⟩+M · G · ⟨fx2 , . . . , fxn⟩,

then f is (2k − ord(f) + 2)−RG−determined.
(b) If

Mk+2 ⊆ M · ⟨f⟩+M2 · ⟨fx1⟩+M · G · ⟨fx2 , . . . , fxn⟩,

then f is (2k − ord(f) + 2)−KG−determined.

Proof. We first prove (b). Let o =ord(f). It follows that

ord(fxi) ≥ o− 1 for all (i = 1, . . . , n)

and by assumption we have

Mk+2 ⊆ M · ⟨f⟩+M2 · ⟨fx1⟩+M · G · ⟨fx2 , . . . , fxn⟩ ⊆ Mo+1.

This implies k ≥ o− 1.
Set N = 2k − o + 2 ≥ k + 1, and take g ∈ K[[x]] such that g − f ∈

MN+1, i.e., f and g have the same N-jet. We shall show that f and
g are KG−equivalent, i.e., there exists an automorphism φ ∈ RG and a
unit u ∈ K[[x]]∗ such that

g = u · φ(f).

We construct φ and u inductively, i.e., we construct inductively se-
quences of automorphisms (φp)p≥1 and units (up)p≥1 such that up ·φp(f)
converges in the M−adic topology to u · φ(f) for some automorphism
φ ∈ RG and some unit u ∈ K[[x]]∗ and at the same time

g − up · φp(f) ∈ MN+1+p,

for all p ≥ 1. The latter implies that up · φp(f) converges to g as well,
and thus

g = u · φ(f).
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By Lemma 2.2 and its terminology with Q = N − k ≥ 1 it suffices
to construct certain series bp,0 ∈ MQ+p−1, bp,1 ∈ MQ+p, and bp,i ∈
MQ+p−1 · G ⊂ MQ+p for i = 2, . . . , n and p ≥ 1.

In fact, note that by assumption

g − f ∈ MN+1 = MQ−1 · Mk+2 ⊂ MQ · tjG(f)

there exist b1,0 ∈ MQ, b1,1 ∈ MQ+1, and b1,i ∈ MQG ⊂ MQ+1 for
i = 2, . . . , n such that

g − f = b1,0f + b1,1fx1 +

n∑
i=2

b1,ifxi .(3.1)

Let v1 = 1+ b1,0 ∈ K[[x]]∗ and ϕ1 : K[[x]] → K[[x]] : xi 7→ xi+ b1,i, i =
1, . . . , n, where b1,1 ∈ MQ+1, b1,i ∈ MQ · G ⊂ MQ+1 for i = 2, . . . , n.

Now We prove ϕ1 ∈ RG .
In fact, by Lemma 2.1 ϕ1 is an automorphism. For any g in G =

⟨x2, . . . , xn⟩, there exist power series g2, . . . , gn ∈ K[[x]] such that g =
g2 · x2 + · · ·+ gn · xn. We have

ϕ1(g) = ϕ1(g2) · (x2 + b1,2) + · · ·+ ϕ1(gn)(xn + b1,n)

=
n∑

i=2

ϕ1(gi) · xi +
n∑

i=2

ϕ1(gi)b1,i.

Since b1,i ∈ MQ · G ⊆ G, i = 2, . . . , n, we have ϕ1(g) ∈ G.
Next, we want to show that

g − v1 · ϕ1(f) ∈ MN+2.

If the above formula is true, we can replace f in the above argument by
v1 · ϕ1(f) and go on inductively. Note first that

(x1 + z1)
β1 · · · (xn + zn)

βn =

β1∑
γ1=0

·
β2∑

γ2=0

· · ·
βn∑

γn=0

cβ,γx
β−γ · zγ

where cβ,γ =

(
β1
γ1

)(
β2
γ2

)
· · ·
(
βn
γn

)
∈ Z. For f =

∑
|β|≥0 kβ · xβ,

consider

f ((x1 + z1), . . . , (xn + zn))(3.2)

=
∑

|β|≥ord(f) kβ ·
∑β1

γ1=0

∑β2
γ2=0 · · ·

∑βn
γn=0 cβ,γx

β−γ · zγ

=
∑

α∈Nn wα · zα,
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where

wα =
∑

|β|≥ord(f),β≥α

kβ · cβ,α · xβ−α

if we define β ≥ α by βi ≥ αi for all i = 1, 2, . . . , n. It follows that

ord(wα) = min
{
|β| − |α|

∣∣ |β| ≥ ord(f), |β| ≥ |α|
}
≥ o− |α|.

We notice that wα = Dαf(x)
α1!α2!···αn!

whenever αi <char(K) for all i =
1, 2, . . . , n. In particular, the constant term is w0 = f. For every unit
vector ei (1 ≤ i ≤ n) wei = fxi .

Applying ϕ1 to f amounts to substituting z1 by b1,1 and zi by b1,i
in (3.2) we thus find ϕ1(f) = f + fx1 · b1,1 +

∑n
i=2 fxi · b1,i + w, where

w =
∑

|α|≥2wα · bα1
1,1 · · · b

αn
1,n. Since

ord
(
wα · bα1

1,1 · b
α2
1,2 · · · b

αn
1,n

)
≥ord(wα) + ord(b1,1) · α1 +

n∑
i=2

ord(b1,i) · αi

≥o− | α | +(Q+ 1)· | α |
≥o+ 2 ·Q = N + 2,

we have w ∈ MN+2. Multiplying ϕ1(f) by v1 = 1+ b1,0 and using (3.1)
we get

g − v1 · ϕ1(f) = g − (1 + b1,0) · (f + fx1 · b1,1 +
n∑

i=2

fxi · b1,i + w)

= −fx1 · b1,1 · b1,0 −
n∑

i=2

fxi · b1,i · b1,0 − (1 + b1,0) · w.

Since

ord(b1,0 · b1,i · fxi) ≥ Q+ (Q+ 1) + (o− 1) = N + 2, i = 1, 2, . . . , n,

we have

g − v1 · ϕ1(f) ∈ MN+2.(3.3)

Thus we can proceed inductively to construct sequences {bp,i}p≥1 for
i = 0, . . . , n with bp,0 ∈ MQ+p−1, bp,1 ∈ MQ+p and bp,i ∈ MQ+p−1 · G ⊆
MQ+p for i = 2, . . . , n. The generalization of (3.3) holds by induction.
Using Lemma 2.2 we have

g − up · φp(f) ∈ MN+1+p.
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Again using Lemma 2.2, we obtain an automorphism (u, φ) ∈ KG such
that g = u · φ(f).

The proof for right equivalence can be done in the same lines. The
condition Mk+2 ⊆ M1 · jG(f) ⊆ Mo+1 implies also that k ≥ o− 1. For
any g with

g − f ∈ MN+1 = MQ−1 · Mk+2 ⊆ MQ · jG(f)

where N = 2k−o+2 ≥ k+1 and Q = N−k ≥ 1, there exist b1,1 ∈ MQ+1

and b1,i ∈ MQ · G ⊆ MQ+1, i = 2, . . . , n with

g − f = b1,1 · fx1 + b1,2 · fx2 + · · ·+ b1,n · fxn .

We can then define ϕ1 as above. It is easy to show

g − ϕ1(f) = h ∈ MN+2.

Going on by induction and applying Lemma 2.2, we get an automor-
phism φ ∈ RG such that g = φ(f). □

Corollary 3.3. Let 0 ̸= f ∈ M2 ⊆ K[[x]].
(a) If µG(f) <∞, then f is

(
2µG(f)− ord(f)

)
−RG−determined.

(b) If τG(f) <∞, then f is
(
2τG(f)− ord(f)

)
−KG−determined.

The converse also holds in arbitrary characteristic.

Theorem 3.4. Let 0 ̸= f ∈ M ⊆ K[[x]].
(a) If f is RG − k−determined, then Mk+1 ⊆ jG(f).
(b) If f is KG − k−determined, then Mk+1 ⊆ ⟨f⟩+ jG(f).

The proof of Theorem 3.4 is analogous to the result established in [3].
Before we begin the proof, we need some notations.

Denote Jl = K[[x]]/Ml+1 the space of l−jets of power series in K[[x]].
Each K−algebra automorphism φ of K[[x]] is a tuple (φ1, φ2, . . . ,
φn) ∈ K[[x]]n of power series such that φi(0) = 0, for all i = 1, 2, . . . , n

and Det
(
∂φi

∂xj
(0)
)
i,j=1,2,...,n

is invertible. The l−jet of the automorphism

φ is jetl(φ) =
(
jetl(φ1), . . . , jetl(φn)

)
. The l−jet of the right line

equivalence group is RG,l = {jetl(φ)|φ ∈ RG} and the l−jet of the
contact line equivalence group is KG,l = jetl(K[[x]]∗) ⋉RG,l. KG,l acts
on Jl via

ϕl : KG,l × Jl → Jl : (jetl(u), jetl(φ), jetl(f)) 7→ jetl (u · φ(f)) .

Similarly, we define the action of the l−jet RG,l on Jl.
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Remark 3.5. (a) From [3], we know that Jl is an affine space and Kl

and Rl are affine algebraic groups acting on Jl via a regular separable
algebraic action.

(b) KG,l and RG,l are affine algebraic groups acting on Jl via a regular
separable algebraic action.

In fact, given φ = (φ1, φ2, . . . , φn) ∈ RG , we have φi = φ(xi) ∈
G for i = 2, . . . , n. It implies that ∂φi

∂x1
(x1, 0, . . . , 0) = 0 for i = 2, . . . , n.

Let jetl(f) =
∑l

|α|=0 aαx
α1
1 xα2

2 · · ·xαn
n , jetl(φi) =

∑l
|β|=1 bi,βx

β1
1 x

β2
2 · · ·xβn

n

and jetl(u) =
∑l

|γ|=0 cγx
γ1
1 x

γ2
2 · · ·xγnn .

We can choose coordinate variables (aα, bi,β, cγ)α,i,β,γ on Kl × Jl with

c0 ̸= 0 and Det(B) ̸= 0 where B = (Bij) with Bij = ∂φi

∂xj
(0) = bi,ej and

ej the j−th canonical basic vectors in Zn.
We note that KG,l×Jl is a subvariety of Kl×Jl. This is because KG,l×Jl

is defined by a system of equations bi,k·e1 = 0, for all i = 2, . . . , n and k =
1, . . . , l. Again by Remark 2 of [3], the extensionK(Kl×Jl) of the fieldK
is a purely transcendental extension of K(Jl) and it is thus a separably
generated extension. Since KG,l × Jl ⊆ Kl × Jl, we have K(KG,l × Jl) is
a separably generated extension of K(Jl).

Now we can obtain the tangent space to the orbits also in positive
characteristic.

Proposition 3.6. Let f ∈ K[[x]]. Then the tangent space to the orbit
of jetl(f) under the action of RG,l and KG,l considered as a subspace of
Jl are

Tjetl(f) (RG,l · jetl(f)) =
(
jG(f) +Ml+1

)
/Ml+1

Tjetl(f) (KG,l · jetl(f)) =
(
⟨f⟩+ jG(f) +Ml+1

)
/Ml+1

Proof. Let G be one of the two above groups, then the action of G on
Jl induces a surjective separable morphism G → G · jetl(f) of smooth
varieties. AsK(KG,l×Jl) is a separably generated extension ofK(Jl), the
induced differential map on the tangent spaces is generically surjective
(see e.g. the proof of [8], Ch.3. Lemma 10.5.]).

Because each point in G can be translated to the identity element of
G and this translation is an isomorphism, it thus suffices to understand
the image of the tangent space to G at the identity element of G and its
image under the differential map. We restrict here to the case G = KG,l
since the proof for RG,l is analogous to KG,l.
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We now describe the tangent space to KG,l at (1, id), through the
local K−algebra homomorphisms from the local ring of KG,l to K[[t]]
with t2 = 0. In this sense, a tangent vector of KG,l at (1, id) can be

represented by the residue class moduloMl+1 of a tuple (1+t·a, id+t·ϕ)
in KG,l with a ∈ K[[x]] and ϕ = (ϕ1, ϕ2. . . . , ϕn), where ϕ1 ∈ M and
ϕi ∈ G, i = 2, . . . , n.

The tangent space to KG,l·jetl(f) at jetl(f) can be described as follows.
We apply the differential map by acting with the above tuple on f
modulo Ml+1. Expanding the power series as in (3.2), we have

(1 + t · a) · f ((x) + tϕ) = f + t ·

(
a · f + fx1ϕ1 +

n∑
i=2

fxiϕi

)
+ t2h(x, t).

Hence, in K[[x]][[t]]/⟨t2⟩,

(1 + t · a) · f ((x) + t · ϕ) = f + t ·

(
a · f + fx1 · ϕ1 +

n∑
i=2

fxi · ϕi

)
.

In Jl this tangent vector is just the l−jet of

a · f + fx1 · ϕ1 +
n∑

i=2

fxi · ϕi.

This implies that

Tjetl(f) (KG,l · jetl(f)) =
(
⟨f⟩+ jG(f) +Ml+1

)
/Ml+1.

□
Now we prove Theorem 3.4.

Proof. We give only the proof of KG,l−determinacy since the proof of

the other case is analogous. If f is k−KG,l−determined and g ∈ Mk+1,
then for any t ∈ K the (k+1)−jet jetk+1(f)+ t · jetk+1(g) is in the orbit
of jetk+1(f) under KG,k+1. Hence

jetk+1(g) ∈ Tjetl(f)
(
KG,k+1 · jetk+1(f)

)
=
(
⟨f⟩+ jG(f) +Mk+2

)
/Mk+2.

This implies that

g ∈ ⟨f⟩+ jG(f) +Mk+2,

and hence

Mk+1 ⊆ ⟨f⟩+ jG(f) +Mk+2.
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By Nakayama’s Lemma we get Mk+1 ⊆ ⟨f⟩+ jG(f). □

From the formulas in Proposition 3.6, the geometrical meaning of the
ideals jG(f) and tjG(f) are the tangent space to the orbit of f under the
action of RG and KG respectively.

Combining Corollary 3.3 and Theorem 3.4, we obtain:

Theorem 3.7. Let 0 ̸= f ∈ M2 ⊂ K[[x]] be a power series.
1. f is a relative G−isolated singularity if and only if f is finitely RG−

determined.
2. Rf is a relative G−isolated hypersurface singularity if and only if

f is finitely KG−determined.

4. finite S−determinacy of singularities in positive
characteristic, S = RG , KG

Definition 4.1. Let h ∈ K[[x]] with h(0) = 0 and ∂h
∂xn

(0) ̸= 0. For a

hypersurface ideal A = ⟨h⟩ of K[[x]], RA
.
= {φ ∈ R| φ(A) = A} .

Two power series f, g ∈ K[[x]] are right hypersurface equivalent or
RA− equivalent if there is an automorphism φ ∈ RA such that f = φ(g).
We denote this relation by f ∼rA g.

A power series f ∈ K[[x]] is k−RA−determined if for each g ∈ K[[x]]
such that the same k−jet as f , g is right hypersurface equivalent to f .

We define KA
.
= K[[x]]∗ ⋉ RA. Two power series f, g ∈ K[[x]] are

contact hypersurface equivalent or KA− equivalent if there is an auto-
morphism φ ∈ RA and a unit u ∈ K[[x]]∗ such that f = u · φ(g), where
(u, φ) ∈ K. We denote this relation by f ∼cA g.

A power series f ∈ K[[x]] is k−KA−determined if for each g ∈ K[[x]]
such that the same k−jet as f , g is contact hypersurface equivalent to
f .

We say that f is finitely RA(KA)−determined if it is k −RA(KA)−
determined for some positive integer k.

For a power series f ∈ K[[x]], Let

jA(f) = M ·
⟨
hxn · fxi − hxi · fxn

∣∣ i = 1, . . . , n− 1
⟩
+A · ⟨fxn⟩

be the relative A−Jacobian ideal of of f.
The relative A−Milnor algebra MA(f) of f is defined as MA(f) =

K[[x]]
jA(f) .We call its dimension µA(f) = dimK (MA(f)) the relative A−Milnor

number of f . We call f a relative A−isolated singularity if µA(f) < ∞
or, equivalently, if there is a positive integer such that Mk ⊆ jA(f).
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The relative A−Tjurina ideal of f is defined as tjA(f) = ⟨f⟩ + jA(f)

and the associated relative A−Tjurina algebra of f is TA(f) = K[[x]]
tjA(f) .

The dimension τA(f) = dimK(TA(f)) of TA(f) is called the relative
A−Tjurina number of f . We then call Rf a relative A−isolated hyper-
surface singularity if τA(f) <∞, which is equivalent to the existence of
a positive integer k such that Mk ⊆ tjA(f).

Note that the ideal jA(f) is basically the tangent space to the orbit
of f under the action of RA, and similarly that tjA(f) is basically the
tangent space to the orbit of f under the action of KA. The precise
statement and its proof will be given in Proposition 4.4.

Remark 4.2. In the complex case, when (X, 0) is the germ of an an-
alytic subvariety of (Cn, 0) and f again a function germ on Cn at 0,
J.W.Bruce defined the Milnor number of f on X by

µX(f) = dimCOn,0/jX(f)

(see [4]). If X is a hypersurface defined by h : Cn → C in analytic space
(Cn, 0), where h(0) = 0 and hxn(0) ̸= 0, then

ΘX,0 =

⟨
hxn · ∂

∂xi
− hxi ·

∂

∂xn
| i = 1, . . . , n− 1

⟩
+

⟨
h · ∂

∂xn

⟩
and

jX(f) = ⟨hxn · fxi − hxi · fxn | i = 1, . . . , n− 1⟩+ ⟨h · fxn⟩ .
However, the number µX(f) does not coincide with the number µA(f).
The number µX(f) coincides with the usual Milnor number µ(f) in the
case that X = ∅. On the other hand, it is not the codimension of the
orbit of f under the group action of RX , while this is the case for the
number µA(f) under the group action of RA.

Theorem 4.3. Let 0 ̸= f ∈ M ⊆ K[[x]].
(a) If f is RA − k−determined, then Mk+1 ⊆ jA(f).
(b) If f is KA − k−determined, then Mk+1 ⊆ tjA(f).

In order to prove Theorem 4.3, we need some facts and propositions.
Consider the map ψ : K[[x]] → K[[x]], xi 7→ xi, (1 ≤ i ≤ n−1), xn 7→ h.
By Lemma 2.1, ψ is an isomorphism. Let φ be an element of RA.

Set φ
.
= ψ−1 ◦ φ ◦ ψ. Then φ = ψ ◦ φ ◦ ψ−1. We have

φ (⟨h⟩) = ⟨h⟩ ⇔ φ (⟨xn⟩) = ⟨xn⟩.
SoRA = { φ ∈ R| φ(A) = A} is isomorphic toRA

.
= { φ ∈ R| φ(⟨xn⟩) =

⟨xn⟩}.
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The l−jet of RA is RA,l =
{
jetl(φ)| φ ∈ RA

}
and the l−jet of KA is

KA,l = jetl (K[[x1, . . . , xn]]
∗)⋉RA,l.

Now we show that KA,l and RA,l are affine algebraic groups acting
on Jl via a regular separable algebraic action.

For u ∈ K[[x]]∗, f ∈ K[[x]], let jetl(u) =
∑l

|γ|=0 cγx
γ , jet(f) =∑l

|α|=0 aαx
α. If φ ∈ RA, then φ = (φ1, . . . , φn) and there exists a g ∈

K[[x]] such that φ(xn) = φn = xn · g. Let jetl(φi) =
∑l

|β|=1 bi,βx
β,

and jetl(g) =
∑l

|λ|=0 gλx
λ. Then jetl(φn) = jetl(xn · g). We can obtain a

system of equations by comparing the coefficients of the monomials xβ

on both sides of the equation jetl(φn) = jet(xn · g). So the coordinates
bn,β are given by polynomial maps bn,β = Wβ(gλ), where 0 ≤ |λ| ≤
l−1, 1 ≤ |β| ≤ l, and g0 ̸= 0. In fact, if g0 = 0, then the first term of φn

is bn,βx
β1
1 x

β2
2 · · ·xβn

n , where |β| = 2, so that (φn)xi(0) = 0, i = 1, . . . , n.
It is a contradiction to the fact that Det J(φ)(0) is a unit in K.

So we can take coordinates

(aα, bi,β, gλ, cγ)α, i, β, γ, λ, 1 ≤ i < n,

0 ≤ |β| ≤ l, 1 ≤ |α|, |γ| ≤ l, 0 ≤ |λ| ≤ l − 1

on KA,l×Jl, it satisfies the following conditions: (1) c0 ̸= 0; (2) Det(B) ̸=
0 where B = (Bij) with Bij = (φi)xj (0) = bi,ej where ej is the j−th
canonical basis vector in Zn and the coordinates bn,ej = Wej (gλ), 0 ≤
|λ| ≤ l − 1, 1 ≤ j ≤ n; (3) g0 ̸= 0. Using in the same manner the

coordinates
(
a
′
δ

)
|δ|=0,··· ,l

on the target space, we define the action by

polynomial maps

a
′
δ = Fδ (aα, bi,β , gλ, cγ) .

It is important to note that the inverse of this action is given by the
rational maps

aα =
Gδ

(
a
′
δ, bi,β , gλ, cγ

)
Hδ

(
a
′
δ, bi,β, gλ, cγ

) .
The reason for this is that we can solve the aα step by step starting
with Cramer’s rule. This property ensures the extension of the field of



1361 Hengxing and Jingwen

rational functions induced by the action of Φl. We have

K(Jl) = K(a
′
δ) ⊂ K(KA,l × Jl) = K(aα, bi,β, gλ, cγ)

=K(a
′
δ, bi,β, gλ, cγ) = K(Jl)( bi,β , gλ, cγ).

The bi,β, gλ and cγ are algebraically independent overK(aα). Comparing
transcendence degrees they must be also algebraically independent over
K(Jl). Thus K(KA,l×Jl) is a purely transcendental extension of K(Jl),

and it is a separably generated extension in the sense of [8, p.27]. Hence
KA,l operates separably on Jl.

Let F : RA → {φ| φ ∈ R and φ(⟨xn⟩) = ⟨xn⟩} , φ 7→ ψ−1 ◦ φ ◦ ψ.
Then F from RA to RA is one-to-one and onto. So K(KA,l × Jl) is a
separably generated extension of K(Jl).

Now we can prove the following proposition.

Proposition 4.4. Let f ∈ K[[x]]. The tangent space to the orbit of
jetl(f) under the actions of RA,l and KA,l considered as subspaces of Jl
are, respectively,

Tjetl(f) (RA,l · jetl(f)) =
(
jA(f) +Ml+1

)
/Ml+1

and

Tjetl(f) (KA,l · jetl(f)) =
(
tjA(f) +Ml+1

)
/Ml+1.

Proof. We note that the action of G = RA,l or G = KA,l on Jl induces a
surjective separable morphism G→ G · jetl(f) of smooth varieties. The
proof is similar to the first part of the proof of Proposition 3.6.

We give only the proof in the case G = KA,l since the proof of RA,l

is completely similar to the case of KA,l.
Now we compute the tangent space Tjetl(f) (KA,l · jetl(f)) .
Let ψ be the map ψ : K[[x]] → K[[x]], xi 7→ xi, (1 ≤ i ≤ n−1), xn 7→

h. By Lemma 2.1, ψ is an isomorphism. The tangent space to KA,l at
(1, id) can be described via the local K-algebra homomorphisms from
the local ring of KA,l at (1, id) to K[[t]]/⟨t2⟩. A tangent vector of KA,l at

(1, id) can be represented by the residue class modulo Ml+1 of a tuple
(1 + t · a, id + t · φ∗) with a ∈ K[[x]] and φ∗ = (φ∗

1, φ
∗
2. · · · , φ∗

n) where
φ∗
i ∈ M, i = 1, . . . , n. This means in particular that t ∈ K[[t]]/⟨t2⟩, i.e.,

t2 = 0
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If (1 + t · a, id+ t · φ∗) is a tangent vector of KA,l at (1, id), then

δ =

n∑
i=1

φ∗
i

∂

∂xi

is a derivation that satisfies δ(h) ⊆ ⟨h⟩. Thus there exists a power series
g ∈ K[[x1, . . . , xn]] such that

g · h = δ(h) =

n∑
i=1

φ∗
i

∂h

∂xi
.

This implies that

φ∗
n =

1

hxn

·

(
g · h−

n−1∑
i=1

φ∗
i · hxi

)
.

Plugging this into the definition of δ we get

δ =
1

hxn

·

(
n−1∑
i=1

φ∗
i · (hxn · ∂

∂xi
− hxi ·

∂

∂xn
) + h · g · ∂

∂xn

)
.(4.1)

Applying this to f we find that

δ(f) ∈ jA(f),

since φ∗
i ∈ M for i = 1, . . . n− 1 and g · h ∈ A. Then we have

(1 + ta) · f(x+ tφ∗) = f + t · (af + δ(f))

and

af + δ(f) ∈ tjA(f).

Thus (4.1) implies that:

Tjetl(f) (KA,l · jetl(f)) =
(
tjA(f) +Ml+1

)
/Ml+1.

□

Now we prove Theorem 4.3.

Proof. We only prove the KA,k+1−determinacy since the other case is

completely analogous. If f is k-KA,k+1−determined and g ∈ Mk+1,
then for any t ∈ K the (k+1)−jet jetk+1(f)+ t · jetk+1(g) is in the orbit
of jetk+1(f) under KA,k+1. So

jetk+1(g) ∈ Tjetk+1(f)

(
KA,k+1 · jetk+1(f)

)
=
(
tjA(f) +Mk+2

)
/Mk+2.
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This implies that g ∈ tjA(f)+Mk+2, and henceMk+1 ⊆ tjA(f)+Mk+2.
By Nakayama’s Lemma we get Mk+1 ⊆ tjA(f). □

Theorem 4.5. Let 0 ̸= f ∈ M2 and k ∈ N
(a) If Mk+2 ⊆ M·jA(f), then f is (2k−ord(f)+2)−RA−determined.
(b) If Mk+2 ⊆ M·tjA(f), then f is (2k−ord(f)+2)−KA−determined.

Proof. We first prove (b). Let o =ord(f). By assumption and the fact
that ord(fxi) ≥ o − 1 for i = 1, . . . , n, we have Mk+2 ⊆ M · tjA(f) ⊆
Mo+1. This implies that k ≥ o− 1.

Set N = 2k − o+ 2 ≥ k + 1, and take a g ∈ K[[x]] such that g − f ∈
MN+1, i.e., f and g have the same N-jet. The key point of the proof is
to show that f and g are contact hypersurface equivalent, i.e., there are
an automorphism φ ∈ RA and a unit u ∈ K[[x]]∗ such that g = u ·φ(f).

In order to construct φ and u, we must use Lemma 2.2 and consider
the following three cases:

(1): h ∈ xnK[[x1, . . . , xn−1]];
(2): h = xn + h1(x1, . . . , xn−1);
(3): h = H1(x1, . . . , xn) · xn + h1(x1, . . . , xn−1), where H1 ∈ K[[x]].
Case (1): Let h ∈ xnK[[x1, . . . , xn−1]]. Then there exits H ∈ K[[x]]

such that h = H(x) · xn.
Set Q = N − k ≥ 1, by assumption

g − f ∈ MN+1 =MQ−1 · Mk+2 ⊆ MQ · ⟨f⟩+MQ · jA(f)
=MQ · ⟨f⟩+MQ · A · ⟨fxn⟩+
+MQ+1 ·

⟨{
hxn · fxj − hxj · fxn ; 1 ≤ j < n

}⟩
.

Thus there exist a1,0 ∈ MQ, a1,j ∈ MQ+1, 1 ≤ j < n and a1,n ∈
MQ · A ⊂ MQ+1 such that

g − f = a1,0f +
∑

1≤j<n

a1,j
(
hxn · fxj − hxj · fxn

)
+ a1,nfxn

= a1,0f +

n−1∑
j=1

(a1,jhxn) fxj −
n−1∑
j=1

(
a1,jhxj

)
fxn + a1,nfxn .(4.2)

Let b1,0
.
= a1,0, b1,j

.
= a1,jhxn , j = 1, . . . , n−1, b1,n

.
= −

∑n−1
j=1

(
a1,jhxj

)
+

a1,n, then

g − f = b1,0 · f +

n∑
j=1

b1,j · fxj .
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Now define v1 = 1 + b1,0 ∈ K[[x]]∗ and ϕ1 : K[[x]] → K[[x]] : xj 7→
xj + b1,j = xj + a1,jhxn , (j = 1, . . . , n − 1), xn 7→ xn + b1,n = xn −∑n−1

j=1

(
a1,jhxj

)
+ a1,n. We want to show that

g − v1 · ϕ1(f) ∈ MN+2.(4.3)

If the formula (4.3) is true, we can replace f in the above argument by
v1 · ϕ1(f) and go on inductively.

For f =
∑

|β|≥0 kβ · xβ, we have (3.2). Applying ϕ1 to f amounts to

substituting zj by a1,j
∂h
∂xn

, j = 1, . . . , n−1, and zn by
(
−
∑n−1

j=1 a1,jhxj

)
+

a1,n in (3.2). Thus we find that

ϕ1(f) = f +
n−1∑
i=1

fxi · (a1,ihxn) + fxn ·

−
n−1∑
j=1

a1,jhxj + a1,n

+ r

where

r =
∑
|α|≥2

wα · (a1,1hxn)
α1(a1,2hxn)

α2 · · · (−
n−1∑
j=1

a1,jhxj + a1,n)
αn .

Since hxn(0) ̸= 0 we obtain

ord (r) ≥ord(wα) +

n−1∑
i=1

ord(a1,ihxn) · αi

+ ord(−
n−1∑
j=1

a1,jhxj + a1,n) · αn

≥ o− | α | +(Q+ 1)· | α |
≥ o+ 2 ·Q = N + 2, r ∈ MN+2.

Multiplying ϕ1(f) by v1 = 1 + a1,0 and using (4.2) we get g − v1 ·
ϕ1(f) = −

(∑n−1
i=1 fxi · (a1,ihxn) + fxn · (−

∑n−1
j=1 a1,jhxj + a1,n)

)
· a1,0 −

(1 + a1,0)r.
Since ord [a1,0 · (a1,ihxn) · fxi ] ≥ Q + (Q + 1) + (o − 1) = N + 2 and

ord
[
a1,0 · (−

∑n
j=1 a1,jhxj + a1,n) · fxn

]
≥ Q+(Q+1)+(o−1) = N+2,

we have g − v1 · ϕ1(f) ∈ MN+2. This proves (4.3).
Now, we prove ϕ1(⟨h⟩) = ⟨h⟩.
We take a map ψ : K[[x]] → K[[x]], xi 7→ xi, (1 ≤ i ≤ n −

1), xn 7→ h. By Lemma 2.2, ψ is an isomorphism and ψ is the identity
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on K[[x1, . . . , xn−1]]. Because K[[x1, . . . , xn]] = K[[x1, . . . , xn−1]][[xn]]
and the elements of K[[x1, . . . , xn]] which are not in ⟨xn⟩ are those with
nonzero term in K[[x1, . . . , xn−1]], ψ preserves this subset. Since ψ is
an isomorphism, it follows that ψ(⟨xn⟩) = ⟨xn⟩. In particular, the image
ψ(xn) = h of the generator xn of ⟨xn⟩ is a generator of ⟨xn⟩. We have
⟨xn⟩ = ⟨h⟩.

For any g = gn(x1, . . . , xn)xn ∈ ⟨xn⟩,

ϕ1(g) = ϕ1(gn) · ϕ1(xn) = ϕ1(gn) ·

xn −
n−1∑
j=1

(a1,jhxj ) + a1,n


= ϕ1(gn)xn − ϕ1(gn) ·

n−1∑
j=1

a1,jhxj

+ ϕ1(gn) · a1,n.

From the fact that hxj = (H(x1, . . . , xn) · xn)xj
= Hxj ·xn, j = 1, . . . , n−

1, a1,n ∈ MQ · A ⊆ A and A = ⟨xn⟩, we obtain ϕ1(g) ∈ A.
Therefore,

ϕ1(⟨h⟩) = ϕ1(⟨xn⟩) = ⟨xn⟩ = ⟨h⟩.(4.4)

Consequently, we can proceed inductively to construct sequences
{bp,0}p≥1, and {bp,i}p≥1 for i = 1, . . . , n with bp,0 ∈ MQ+p−1 and bp,i ∈
MQ+p for i = 1, . . . , n. By induction and Lemma 2.2, the generalizations
of (4.3) and (4.4) hold, i.e. g−up ·φp(f) ∈ MN+1+p and φp (⟨h⟩) = ⟨h⟩.
Again from Lemma 2.2, we obtain an automorphisms (u, φ) ∈ KA such
that g = u · φ(f).

Case (2): Suppose h = xn + h1(x1, . . . , xn−1).
Because ψ : K[[x]] → K[[x]], xi 7→ xi, (1 ≤ i ≤ n − 1), xn 7→ h is

an isomorphism, there is an inverse map ψ−1 : K[[x]] → K[[x]], xi 7→
xi, xn 7→ xn − h1(x1, . . . , xn−1).

Now let Q = N − k ≥ 1, by assumption

g − f ∈ MN+1 =MQ · ⟨f⟩+MQ · A · ⟨fxn⟩+
+MQ+1 · ⟨{fxi · hxn − fxn · hxi ; 1 ≤ i ≤ n− 1}⟩ .
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There exist a1,0 ∈ MQ, a1,i ∈ MQ+1, and a1,n ∈ MQ · A ⊂ MQ+1, 1 ≤
i ≤ n− 1 such that

g − f = a1,0 · f +
∑

1≤i≤n−1

a1,i (hxi · fxn − hxn · fxi) + a1,n · fxn

= a1,0 · f +
n−1∑
i=1

a1,i · ((h1)xi · fxn − fxi) + a1,n · fxn ,

where hxn = 1 and hxi = (h1)xi . One easily deduces that

ψ−1(g)− ψ−1(f) = ψ−1(a1,0) · ψ−1(f)+

+

n−1∑
i=1

ψ−1(a1,i) ·
[
ψ−1 ((h1)xi) · ψ−1(fxn)− ψ−1 (fxi)

]
+ ψ−1 (a1,n) · ψ−1(fxn) = ψ−1(a1,0) · ψ−1(f)−

−
n−1∑
i=1

ψ−1(a1,i) · [(−(h1)xi) · fxn(x1, . . . , xn−1, xn − h1)

+ fxi(x1, . . . , xn−1, xn − h1)]+

+ ψ−1(a1,n) · fxn(x1, . . . , xn−1, xn − h1) = ψ−1(a1,0) · ψ−1(f)−

−
n−1∑
i=1

ψ−1(a1,i) ·
(
ψ−1(fxi)− hxi · ψ−1(fxn)

)
+ ψ−1(a1,n) · ψ−1(fxn),

i.e.,

ψ−1(g)− ψ−1(f) = ψ−1(a1,0) · ψ−1(f)−(4.5)

−
∑n−1

i=1 ψ
−1(a1,i) ·

(
ψ−1(fxi)− hxi · ψ−1(fxn)

)
+ ψ−1(a1,n) · ψ−1(fxn).

Let b1,0
.
= ψ−1 (a1,0) , b1,i

.
= −ψ−1 (a1,i) , b1,n

.
= ψ−1 (a1,n) , then

ψ−1(g)− ψ−1(f) = b1,0 · ψ−1(f) +

n−1∑
i=1

b1,i ·
(
ψ−1(f)

)
xi

+ b1,n ·
(
ψ−1(f)

)
xn
,

where b1,0 = ψ−1 (a1,0) ∈ MQ, b1,i = −ψ−1 (a1,i) ∈ MQ+1, (i =
1, . . . , n− 1), and b1,n = ψ−1 (a1,n) ∈ MQ · ⟨xn⟩ .

Therefore, we have

ψ−1(g)− ψ−1(f) ∈ ψ−1
(
MN+1

)
= MN+1
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and

ψ−1(g)− ψ−1(f) ∈MQ ·
⟨
ψ−1(f)

⟩
+MQ · ⟨xn⟩ ·

⟨
ψ−1(f)xn

⟩
+MQ+1 ·

⟨
ψ−1(f)x1 , . . . , ψ

−1(f)xn−1

⟩
.

Let ṽ1 = 1+ b1,0 = 1+ψ−1 (a1,0) ∈ K[[x]]∗ and ϕ̃1 : K[[x]] → K[[x]] :
xi 7→ xi + b1,i = xi − ψ−1 (a1,i) , (i = 1, . . . , n − 1), xn 7→ xn + b1,n =
xn + ψ−1 (a1,n) , where a1,i ∈ MQ+1 and a1,n ∈ MQ · A.

We want to show that

ψ−1(g)− ṽ1 · ϕ̃1
(
ψ−1(f)

)
∈ MN+2(4.6)

and

ψ−1(g)− ṽ1 · ϕ̃1
(
ψ−1(f)

)
∈ MQ+1 ·

⟨
ψ−1(f)

⟩
+(4.7)

MQ+1 · ⟨xn⟩ ·
⟨(
ψ−1(f)

)
xn

⟩
+

MQ+2 ·
⟨(
ψ−1(f)

)
x1
, . . . ,

(
ψ−1(f)

)
xn−1

⟩
.

In fact, for ψ−1(f) =
∑

|β|≥0 lβ · xβ,

ψ−1(f) ((x1 + z1), . . . , (xn + zn))(4.8)

=
∑

|β|≥0 lβ ·
∑β1

γ1=0 · · ·
∑βn

γn=0 dβ,γx
β−γ · zγ =

∑
α∈Nn uα · zα,

where uα =
∑

|β|≥0, β≥α lβ ·dβ,α ·xβ−α, it follows that ord(uα) ≥ o−|α|.
Applying ϕ̃1 to ψ

−1(f) amounts to substituting zj by −ψ−1(a1,j), j =
1, . . . , n− 1, and zn by ψ−1(a1,n) in (4.8) so we get

ϕ̃1
(
ψ−1(f)

)
=ψ−1(f) +

n−1∑
i=1

[
ψ−1(fxi)− ψ−1(fxn) · (h1)xi

]
·

·
(
−ψ−1(a1,i)

)
+ ψ−1(a1,n) · ψ−1(fxn) +R,

where

R =
∑
|α|≥2

dα ·
(
−ψ−1(a1,1)

)α1 · · ·
(
−ψ−1(a1,n−1)

)αn−1 ·
(
ψ−1(a1,n)

)αn
.
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Multiplying ϕ̃1(f) by ṽ1 = 1 + ψ−1(a1,0) and using (4.5) we get

ψ−1(g)− ṽ1 · ϕ̃1
(
ψ−1((f)

)
=ψ−1(g)−

(
1 + ψ−1(a1,0)

)
·

[ψ−1(f) +
n−1∑
i=1

(
ψ−1(fxi)− ψ−1(fxn) · hxi

)
·
(
−ψ−1(a1,i)

)
+ ψ−1(a1,n) · ψ−1(fxn) +R]

=

n−1∑
i=1

[
ψ−1(fxi)− ψ−1(fxn) · (h1)xi

]
·
(
−ψ−1(a1,i)

)
· ψ−1(a1,0)

+ ψ−1(a1,n) · ψ−1(fxn) · ψ−1(a1,0) +
(
1 + ψ−1(a1,0)

)
·R

Because ord(h1) ≥ 1 and ord
(
ψ−1(fxi)

)
≥ o− 1, (i = 1, · · · , n− 1),

ord
(
ψ−1(fxi) · (−ψ−1(a1,i)) · ψ−1(a1,0)

)
≥o− 1 + (Q+ 1) +Q = N + 2, (i = 1, . . . , n− 1),

ord
(
ψ−1(fxn) · (hxi) ·

(
−ψ−1(a1,i)

)
· ψ−1(a1,0)

)
≥o− 1 + (Q+ 1) +Q = N + 2, (i = 1, . . . , n− 1),

ord
(
ψ−1(a1,n) · ψ−1(fxn) · ψ−1(a1,0)

)
≥ N + 2

and

ord(R) = ord(dα) +

n∑
i=1

ord
(
ψ−1(a1,i)

)
· αi

≥o− | α | +(Q+ 1)· | α |≥ N + 2,

so R ∈ MN+2 and

ψ−1(g)− ṽ1 · ϕ̃1
(
ψ−1((f)

)
∈ MN+2.

Hence we have proved (4.6).
Moreover, we have

ϕ̃1(xn) = (ϕ̃1)n = xn + ψ−1(a1,n) ∈ ⟨xn⟩.

Again by applying ψ to (4.6), we get

ψ
(
ψ−1(g)

)
− ψ(ṽ1) · ψ

(
ϕ̃1
(
ψ−1((f)

))
∈ ψ(MN+2) = MN+2,
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i.e.

g − ψ (ṽ1) · ψ ◦ ϕ̃1 ◦ ψ−1 (f) ∈ MN+2.

Moreover

ψ ◦ ϕ̃1 ◦ ψ−1(h) = ψ
[
ϕ̃1(xn)

]
= ψ

[
ϕ̃1(xn)

]
∈ ψ (⟨xn⟩) = ⟨h⟩.

Consequently, let ϕ1 = ψ ◦ ϕ̃1 ◦ ψ−1 and v1 = ψ (ṽ1), then

g − v1 · ϕ1 (f) ∈ MN+2.

Since by assumption

MN+2 =MQ · ⟨f⟩+MQ · A · ⟨fxn⟩
+MQ+1 · ⟨{fxi · hxn − fxn · hxi | 1 ≤ i ≤ n− 1}⟩ ,

there exist d1,0 ∈ MQ, d1,i ∈ MQ+1, and d1,n ∈ MQ · A ⊂ MQ+1, ( 1 ≤
i ≤ n− 1) such that

g − v1 · ϕ1(f) = d1,0 · f +
∑

1≤j<n

d1,j · (hxj · fxn − hxn · fxj ) + d1,n · fxn

= d1,0 · f +

n−1∑
j=1

d1,j ·
(
(h1)xj · fxn − fxj

)
+ d1,n · fxn .

The proof of the following formula is similar to that of (4.5):

ψ−1(g)− ψ−1 (v1 · ϕ1(f)) ∈MQ+1
⟨
ψ−1(f)

⟩
+MQ+1⟨xn⟩

⟨(
ψ−1(f)

)
xn

⟩
+MQ+2

⟨(
ψ−1(f)

)
x1
, . . . ,

(
ψ−1(f)

)
xn−1

⟩
.

Because

ψ−1(g)− ψ−1 (v1 · ϕ1(f)) = ψ−1(g)− ṽ1 · ϕ̃1
(
ψ−1(f)

)
,

we have proved (4.7).
Now we can proceed inductively to construct sequences bp,0

.
=

{ψ−1(ap,0)}p≥1, and bp,i
.
=
{
ψ−1(ap,i)

}
p≥1

for i = 1, . . . , n, with bp,0 ∈
MQ+p−1, bp,i ∈ MQ+p for i = 1, . . . , n− 1, and bp,n ∈ MQ+p−1 · ⟨xn⟩ .

By induction and Lemma 2.2, we can generalize (4.6) as:

ψ−1(g)− ũp · φ̃p

(
ψ−1(f)

)
∈ MN+1+p.
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In the same way we also generalize (4.7) as:

ψ−1(g)− ũp · φ̃p

(
ψ−1(f)

)
∈ MQ+p ·

⟨
ψ−1(f)

⟩
+

MQ+p⟨xn⟩ ·
⟨(
ψ−1(f)

)
xn

⟩
+MQ+p+1

⟨(
ψ−1(f)

)
x1
, . . . ,

(
ψ−1(f)

)
xn−1

⟩
.

Meanwhile we have φ̃p (⟨xn⟩) = ⟨xn⟩. Again by Lemma 2.2, we obtain
(ũ, φ̃) ∈ K such that

ψ−1(g) = ũ · φ̃
(
ψ−1(f)

)
, and φ̃ (⟨xn⟩) = ⟨xn⟩.

Therefore,

g = ψ(ũ) · ψ
(
φ̃
(
ψ−1(f)

))
= ψ(ũ) · (ψ ◦ φ̃ ◦ ψ−1)(f),

and

ψ ◦ φ̃ ◦ ψ−1(h) = ψ
(
φ̃
(
ψ−1(h)

))
= ψ (φ̃(xn)) ∈ ψ (⟨xn⟩) = ⟨h⟩.

Let u = ψ(ũ) and φ = ψ ◦ φ̃ ◦ ψ−1. Then we get g = u · φ(f) with
(u, φ) ∈ KA.

Case (3): Let h = H1(x1, . . . , xn) · xn + h1(x1, . . . , xn−1).
Combining the case (1) and the case (2), we get (u, φ) ∈ KA such

that g = u · φ(f).
The proof for right equivalence goes along the same lines.
Let o =ord(f), the condition

Mk+2 ⊆ M · jA(f) ⊆ Mo+1

implies that k ≥ o− 1 and that for any g with

g − f ∈ MN+1 = MQ−1 ·Mk+2 ⊆ MQ · jA(f),

where N = 2k−o+2 ≥ k+1 and Q = N−k ≥ 1, there are a1,i ∈ MQ+1

with

g − f =
n−1∑
i=1

a1,i(hxi · fxn − hxn · fxi) + a1,nfxn

=

n−1∑
i=1

(−a1,ihxn) · fxi +

n−1∑
i=1

(a1,ihxi) · fxn + a1,n · fxn .

We can then define ϕ1 as above and see that

g − ϕ1(f) = r ∈ MN+2.

Going on by induction and applying Lemma 2.2, we get an automor-
phism φ ∈ RA such that g = φ(f). □
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Corollary 4.6. Let 0 ̸= f ∈ M2 ⊆ K[[x]].
(1) If µA(f) <∞, then f is (2µA(f)− ord(f))−RA−determined.
(2) If τA(f) <∞, then f is (2τA(f)− ord(f))−KA−determined.

Combining Theorem 4.3 and Corollary 4.6, we obtain:

Theorem 4.7. Let 0 ̸= f ∈ M ⊂ K[[x]] be a power series.
(1) f is a relative A−isolated singularity if and only if f is finitely

RA−determined.
(2) Rf is a relative A−isolated hypersurface singularity if and only if

f is finitely KA−determined.
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