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Abstract. This paper deals with the singular Sturm-Liouville expres-

sions ℓy = −y′′ + q(x)y = λy on a finite interval, where the potential
function q is real and has a singularity inside the interval. Using the
asymptotic estimates of a spectral fundamental system of solutions of

Sturm-Liouville equation, the asymptotic form of the solution of the equa-
tion (0.1) and the eigenvalues are obtained, and proves the stability of
the solution of the inverse spectral problem.
Keywords: Sturm-Liouville, singularity, stability, boundary value prob-

lem, inverse spectral problem.
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1. Introduction

In the present paper, we consider the Sturm-Liouville equation of the form

−y′′ + q(x)y = λy, x ∈ [0, T ],(1.1)

with the initial conditions

y(0, λ) = r1, y′(0, λ) = r2,(1.2)

where q(x), r1, r2 are real, also q(x) has a singular point x = x1, x1 ∈ (0, T ),
and

λ = ρ2,(1.3)

is the spectral parameter independent of x.
The subject inverse Sturm-Liouville problem of reconstructing the potential

function q(x) from the given spectral information can be seen inside the wider
context of ordinary differential equations on multistructures in mathematics,
physics, engineering and chemistry (for details see [7, 11, 13, 14]). Also, the
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equation (1.1) with a singularity, has been associated with natural sciences.
For example, the system of differential equations

dy1
dx

= iρR(x)y2 ,
dy2
dx

= iρ
1

R(x)
)y1, x ∈ [0, T ],(1.4)

appears in many problems such as optics, spectroscopy, in electrodynamic,
Radioengineering and acoustic problems, where describes the wave propagation
in a stratified medium. The spectral parameter ρ, is the wave number in a
vacuum, y1 and y2 are the components of the electromagnetic field, x is the
variable in the direction of stratification, and R(x) is the wave resistance which
describes the refractive properties of the medium (see [7,15,16] and references
therein). The function R(x) has the form

R(x) = |x− x1|p−1R0(x),

where 0 < x1 < T , p is a real number, R0(x) > 0, R(0) = 1, R′(0) = 0. By the
replacement

y1(x, ρ) =
√
R(x)u(x, ρ), y2(x, ρ) =

1√
R(x)

v(x, ρ)

and after elimination of v, we transform the system (1.4) to the Sturm-Liouville
equation (1.1) with a singularity and the potential function q(x) = h2(x)−h′(x),
h(x) = (2R(x))−1R′(x), and q(x) has the form

q(x) =
A

(x− x1)2
+ q0(x),(1.5)

where A = µ2 − 1
4 , µ = 1

4η+2 , η ∈ N, 0 < x1 < T and q0(x)(x − x1)
1−2µ ∈

L(0, T ) (see [5, 6]). Therefore, in order to study the properties of the wave
function R(x), we can study the potential function q(x).

The significance of asymptotic analysis in obtaining information on the solu-
tions, eigenvalues and inverse problem of equation (1.1) with multiple singular
points was realized by Freiling and Yurko in [5,6], Yurko [17] and Harris [2,3].

Horvath and Kiss in [4] considered the inverse eigenvalue problem L1 =
L1(χ(x), α, β) for Schrodinger operator

ℓ1Y ≡ −Y ′′ + χ(x)Y = λY, x ∈ [0, π],

Y (0) cosα+ Y ′(0) sinα = 0, Y (π) cosβ + Y ′(π) sinβ = 0,

and shown that if the potential function χ(x) is in Lp, then the perturba-

tion of the potentials can be estimated by the lp
′
-norm of the sequence of the

eigenvalue differences only if p ≥ 2, where 1
p + 1

p′ = 1. For the stability of

reconstruction from the spectral function, see also Marchenko and Maslov [8],
where the authors obtained an estimate for operators defined on the half-line,
also corresponding results obtained by Marletta and Weikard in [9]. In [10],
for two second-order inverse spectral problems defined on a bounded interval,
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it is shown that a change in the form of the differential operator produces a
change in the stability result. A differential systems having a singularity and
one turning point of even order was studied in [12], and fined the canonical
form of the solutions. In the article [18], the author considered a self-adjoint
boundary value problem with nonseparated boundary conditions, and obtained
the solution of the inverse problem for the boundary value problem and proved
stability theorem for it.

In this paper, we consider a boundary value problem consists of (1.1), (1.2)
with the condition y(T, λ) = 0, where the potential function q(x) is real, has a
singularity inside the interval (0, T ) and is the form (1.5). The results which
we obtain in the present paper are finding the asymptotic form of the solution
of the equation (1.1) with the initial conditions (1.2) (see section 2), obtain
a local solution of the inverse problem, and using a different method which
allows one to obtain new results in the inverse problem theory for the operators
with a singularity, we give necessary and sufficient conditions on spectrum of
the boundary value problem, and prove stability of the solution of inverse
spectral problem (see section 3). We mention that a set of products of the
eigenfunctions of the boundary value problem forms a Riesz basis in L2(0, T )
plays an important role for investigating the stability of the solution of the
inverse problem.

2. Asymptotic form of the solution and eigenvalues

We consider the Sturm-Liouville equation (1.1). Since the solutions of equa-
tion (1.1) have singularity at x = x1, therefore in general the values of the
solutions and their derivatives at x = x1 are not defined.

Remark 2.1. In [17], fundamental system of solutions {Sk(x, λ)}, k = 1, 2, of
equation (1.1) were constructed with the following properties:

(1) For each fixed x ∈ [0, T ]\{x1}, the functions S
(ν)
k (x, λ), ν = 0, 1, are

entire in λ of order 1
2 .

(2) Denote µk = (−1)kµ+ 1
2 , k = 1, 2. Then, from (1.3), for |ρ(x−x1)| ≤ 1,

|Sk(x, λ)| ≤ C1|(x− x1)
µk |,

where C1 is a positive constant in estimate not depending on x and ρ.
(3) The following relation holds

< S1(x, λ), S2(x, λ) >≡ 1,

where < y1(x), y2(x) >:= y1(x)y
′
2(x)− y′1(x)y2(x) is the Wronskian of

y1 and y2.

Let ω0 = [0, x1), ω1 = (x1, T ], from [1,5] for x ∈ ω0 ∪ ω1,

Sk(x, λ) = (x− x1)
µk

∞∑
m=0

Skm(ρ(x− x1))
2m, k = 1, 2,
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where

S10S20 = (2µ)−1 , Skm = (−1)mSk0(
m∏
s=1

((2s+ µk)(2s+ µk − 1)−A))−1.

Now, we define the functions φk(x, λ), k = 1, 2, by the following formula :

φk(x, λ) = (−1)k−1(S
(2−k)
2 (0, λ)S1(x, λ)− S

(2−k)
1 (0, λ)S2(x, λ)), k = 1, 2.

The functions φk(x, λ) are solutions of (1.1) and

φ
(m−1)
k (0, λ) = δk,m, k,m = 1, 2,(2.1)

(δk,m is the Kronecker delta). Moreover

⟨φ1(x, λ), φ2(x, λ)⟩ ≡ 1.

From [5], we have the following Lemma:

Lemma 2.2. For (ρ, x) ∈ Ω := {(ρ, x) : |ρ(x− x1)| ≥ 1}, x ∈ ωs, s = 0, 1 :

φ
(m−1)
k (x, λ) =

1

2
(iρ)m−k{exp(iρx)[1]γ + (−1)m−k exp(−iρx)[1]γ(2.2)

+(−1)k2si cosπµ exp(iρ(x− 2x1))[1]γ }, |ρ| → ∞, k,m = 1, 2,

where [1]γ = 1 +O((ρ(x− x1))
−1).

Using the preceding results, from (1.2), (1.3) and (2.1) we have

u(x, ρ) = r1φ1(x, λ) + r2φ2(x, λ).(2.3)

According to (2.2) and (2.3) we obtain the asymptotic solution of equation
(1.1) in the following theorem:

Theorem 2.3. For x ∈ ωs, s = 0, 1, (ρ, x) ∈ Ω, |ρ| → ∞, Imρ ≥ 0, m = 0, 1:

u(m)(x, ρ) =
1

2
(iρ)m−1(iρr1 + r2) exp(iρx)[1]γ +

1

2
(−iρ)m−1(−iρr1 + r2)

× exp(−iρx)[1]γ + s(iρ)m−1(ρr1 + ir2) cosπµ exp(iρ(x− 2x1))[1]γ .

Now, we consider the boundary value problem L = L(q(x), r1, r2) for the
equation with boundary conditions

y(0, λ) = r1, y′(0, λ) = r2, y(T, λ) = 0.(2.4)

The boundary value problem L has a countable set of positive eigenvalues
{λn(T )}∞n=1. From the boundary conditions (2.4) and Theorem 2.3, we have
the following asymptotic distribution for each λn(T ), n ≥ 1 :√

λn(T ) =
nπ − π

2

T
+O(

1

n
).(2.5)
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3. The stability theorem

We seek in this section to establish a stability result for potentials q which
have been obtained as solutions of an inverse spectral problem. In our method
an important role is played by a set of products of the eigenfunctions of the
boundary value problem L forms a Riesz basis in L2(0, T ). Theorem 3.4 is the
main result of this section.

First, we denote the functions αn(x) by the formula

αn(x) = φ2
1(x, λn)−

1

2
, n = 1, 2, 3, ...,(3.1)

where the function φ1(x, λn) is defined in the section 2. In order to continue,
we need the following lemma that follows from the method of the proof in [18,
Lemma 2.1].

Lemma 3.1. The system of the functions {αn(x)}∞n=1 is a Riesz basis in
L2(0, T ).

Let B be a Banach space and g ∈ L2(0, T ). Also, we consider the following
nonlinear equation in the space B,

g +
∞∑
i=1

θi(τ) = τ.(3.2)

Theorem 3.2. Let for ε0 ≤ 1
4 ,

∥θ1(τ)∥ ≤ ε0∥τ∥, ∥θ1(τ)− θ1(τ̃)∥ ≤ ε0∥τ − τ̃∥,

and for i ≥ 2,

∥θi(τ)∥ ≤ (C0∥τ∥)i,

∥θi(τ)− θi(τ̃)∥ ≤ ∥τ − τ̃∥(C0 max(∥τ∥, ∥τ̃∥))i−1,

where C0 is constant, and the sign ∥ · ∥ denotes the norm in L2(0, T ) with
respect to x. Then there exists a number ε > 0 such that equation (3.2) in
D = { τ : ∥τ∥ ≤ 2ε } has a unique solution τ ∈ B for all functions g which
∥g∥ ≤ ε, and ∥τ∥ ≤ 2∥g∥.

Proof. For C0 ≥ 1, we define

ε =
1

8C1
, θ(τ) =

∞∑
i=1

θi(τ),

where C1 = 2C2
0 . If ∥τ∥, ∥τ̃∥ ≤ 1

4C1
, then C0∥τ∥∥ ≤ 1

2 , and

∥θ(τ)∥ ≤ ε0∥τ∥+
∞∑
i=2

(C0∥τ∥)i.



The stability of the solution of an inverse spectral problem with a singularity 1066

Since
∑∞

i=2(C0∥τ∥)i is a geometric series with a ratio less than 1
2 , thus it is

convergent to
C2

0∥τ∥
2

1−C0∥τ∥ . Therefore,

∥θ(τ)∥ ≤ ∥τ∥
2

.(3.3)

Moreover, according to the assumptions of the theorem,

∥θ(τ)− θ(τ̃)∥ ≤ ∥τ − τ̃∥ {ε0 +
∞∑
i=2

(
C0

4C1
)i−1}.

Since C0

4C1−C0
≤ 1

4 , therefore above inequality together (3.3) give

∥θ(τ)− θ(τ̃)∥ ≤ 1

2
∥τ − τ̃∥.(3.4)

Let ∥g∥ ≤ ε. For n = 0, 1, 2, 3, ..., we construct τ0 = g, τn+1 = g + θ(τn).
Then, by virtue of (3.4), the series τ = τ0 +

∑∞
n=0(τn+1 − τn) converges to the

solution τ of (3.2). This and ∥θ(τ)∥ ≤ ∥τ∥
2 result ∥τ∥ ≤ 2||g||. The uniqueness

is distinct. Theorem 3.2 is proved. □

Now, we define the biorthogonal basis {βn(x)}∞n=1 to the basis {αn(x)}∞n=1,

and take ε > 0 and the sequence {λ̃n}∞n=1 such that

κ := {
∞∑

n=1

|λn − λ̃n|2}
1
2 < ε,

where {λn}∞n=1 is the sequence of the eigenvalues of the boundary value problem
L. Also, we denote some auxiliary functions and prove some preliminary results.
We define the Green’s function

G(x, t, λ) = φ1(t, λ)φ2(x, λ)− φ1(x, λ)φ2(t, λ)

of the Cauchy problem

−y′′ + q(x)y − λy = g(x), y(0) = y′(0) = 0.

Also, we define

Gn(x, t) =


0, x < t,

G(x, t, λ̃n), x ≥ t.

Take ε1 > 0 such that for κ < ε1

φ1(T, λ̃n) ̸= 0, φ′
1(T, λ̃n) ̸= 0.

We consider the nonlinear integral equation

τ(x) = g(x) +
∞∑
i=1

∫ T

0

...

∫ T

0︸ ︷︷ ︸
i

Mi(x, t1, ..., ti)τ(t1)...τ(ti)dt1...dti,(3.5)
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in L2(0, T ) where

g(x) =
∞∑

n=1

βn(x)gn, Mi(x, t1, ..., ti) =
∞∑

n=1

βn(x)Qn,i(t1, ..., ti),(3.6)

and the Fourier coefficients Qn,i(t1, ..., ti) and gn are defined by:

(1) Qn,1(t1) = φ1(T, λ̃n){−1
2φ

′
2(T, λ̃n) +

∂Gn(x,t1)
∂x |x=T φ1(t1, λ̃n)}

+ φ2
1(t1, λn)− φ2

1(t1, λ̃n).
(2) For i ≥ 2,

Qn,i(t1, ..., ti) = φ1(t1, λ̃n) (
1

2
δi2 −Gn(t1, t2)...Gn(ti−2, ti−1)

×{Gn(ti−1, ti)φ1(ti, λ̃n)−
1

2
φ2(ti−1, λ̃n)(1− δi2)} )

+φ1(T, λ̃n)
∂Gn(x, t1)

∂x
|x=T Gn(t1, t2)...Gn(ti−2, ti−1)

×{Gn(ti−1, ti)φ1(ti, λ̃n)−
1

2
φ2(ti−1, λ̃n)},

where δik is the Kronecker delta.
(3) gn = φ1(T, λ̃n)φ

′
1(T, λ̃n).

Clearly,

|φ1(x, λ̃n)| < C, |φ1(T, λ̃n)| <
C

n+ 1
|λn − λ̃n|, |φ′

1(T, λ̃n)| <
C

n+ 1
,

|φ2
1(t1, λn)− φ2

1(t1, λ̃n)| <
C

n+ 1
|λn − λ̃n|, |φ2(x, λ̃n)| <

C

n+ 1
,

also

|Gn(x, t)| <
C

n+ 1
, |∂Gn(x, t)

∂x
| < C,

and consequently, from (3.6),

(3.7) ∥M1(x, t1)∥ < Cκ, ∥Mi(x, t1, ..., ti)∥ < Ci, i ≥ 2, ∥g(x)∥ < Cκ,

where here and in the sequel, we shall denote by C different constants depending
on L. Therefore, we obtain the following corollary:

Corollary 3.3. According to (3.7) and by using the Holder’s and Schwarz’s
inequalities, the conditions of Theorem 3.2 for (3.5) are valid. Thus, there
exists a number ε > 0 such that if κ < ε, then there is a solution of (3.5)
τ(x) ∈ L2(0, T ), ∥τ(x)∥ < Cκ.
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Theorem 3.4. (Stability theorem) There exists a number ε > 0 (depending

on L) such that if numbers {λ̃n}∞n=1 satisfy the condition

κ = {
∞∑

n=1

|λn − λ̃n|2}
1
2 < ε,

where {λn}∞n=1, the sequence of the eigenvalues of the boundary value problem
L, defined in (2.5). Then, there is a real valued function q̃(x) ∈ L2(0, T ) such

that the numbers {λ̃n}∞n=1 are the eigenvalues of the boundary value problem

L̃ = L(q̃(x), r1, r2), and

∥q(x)− q̃(x)∥ < κC,

where C is a constant depending on L.

Proof. Applying Corollary 3.3, there exists a number ε > 0 such that if κ < ε,
then there is a solution τ(x) ∈ L2(0, T ) of (3.5) such that ∥τ(x)∥ < Cκ. Now,
we denote

q̃(x) = τ(x) + q(x).(3.8)

Therefore,

∥q(x)− q̃(x)∥ < Cκ.

Now, we consider φ̃1(x, λ̃n), which is the solution of the following equation

−φ̃′′
1(x, λ̃n) + q̃(x)φ̃1(x, λ̃n) = λ̃nφ̃1(x, λ̃n),(3.9)

with the initial conditions

φ̃1(0, λ̃n) = 1, φ̃′
1(0, λ̃n) = 0.(3.10)

Thus, it follows that

(3.11) φ̃1(x, λ̃n) = φ1(x, λ̃n) + ηφ2(x, λ̃n) +

∫ T

0

Gn(x, t)τ(t)φ̃1(t, λ̃n)dt,

where η = −1
2

∫ T

0
τ(x)dx. Now, we have to show that φ̃1(T, λ̃n) = 0. From

(3.8)-(3.10) we can write∫ T

0

τ(x)φ1(x, λ̃n)φ̃1(x, λ̃n)dx =

∫ T

0

(q̃(x)− q(x))φ1(x, λ̃n)φ̃1(x, λ̃n)dx

= {(φ̃′
1φ1 − φ′

1φ̃1)(x, λ̃n)}⌋T0 ,

therefore, ∫ T

0

τ(x)φ1(x, λ̃n)φ̃1(x, λ̃n)dx =(3.12)

φ1(T, λ̃n)φ̃
′
1(T, λ̃n)− φ̃1(T, λ̃n)φ

′
1(T, λ̃n)− η.
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Solving the integral equation (3.11) by using the successive approximation
method, we get

φ̃1(x, λ̃n) = φ1(x, λ̃n) + ηφ2(x, λ̃n) +
∞∑
i=1

∫ T

0

...

∫ T

0︸ ︷︷ ︸
i

{Gn(x, t1)(3.13)

×Gn(t1, t2)...Gn(ti−1, ti)τ(t1)...τ(ti)(φ1(ti, λ̃n) + ηφ2(ti, λ̃n))dt1...dti}.

Multiply (3.5) by αn(x) and integrate it from 0 to T with respect to x, then∫ T

0

τ(x)αn(x)dx =

∫ T

0

g(x)αn(x)dx(3.14)

+

∫ T

0

{
∞∑
i=1

∫ T

0

...

∫ T

0︸ ︷︷ ︸
i

αn(x)Qn,i(t1, ..., ti)τ(t1)...τ(ti)dt1...dti }dx.

According to (3.1), (3.13), and by substituting Qn,1(t1), Qn,i(t1, ..., ti) into
(3.14) we derive

(3.15)

∫ T

0

τ(x)φ2
1(x, λn)dx = gn +

∫ T

0

τ(x)(φ2
1(x, λn)− φ2

1(x, λ̃n))dx

−
∫ T

0

τ(x)φ1(x, λ̃n)ζn(x)dx− η{ 1 +

∫ T

0

τ(x)φ1(x, λ̃n)φ2(x, λ̃n)dx }

+φ1(T, λ̃n){ ηφ′
2(T, λ̃n) + ζ ′n(T ) },

where

ζn(x) =
∞∑
i=1

∫ T

0

...

∫ T

0︸ ︷︷ ︸
i

Gn(x, t1)Gn(t1, t2)...Gn(ti−1, ti)τ(t1)...τ(ti)

×(φ1(ti, λ̃n) + ηφ2(ti, λ̃n))dt1...dti.

Therefore, from (3.1), (3.13) and (3.15), we calculate∫ T

0

τ(x)φ1(x, λ̃n)φ̃1(x, λ̃n)dx = φ1(T, λ̃n)φ̃
′
1(T, λ̃n)− η.(3.16)

By using (3.12) and (3.16), we have

φ̃1(T, λ̃n) = 0.

Therefore, the numbers {λ̃n}∞n=1 are the eigenvalues of L̃, and φ̃1(x, λ̃n) are
their eigenfunctions. This completes the proof. □
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