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Abstract. In the literature of life-testing, general progressive censoring

has been studied extensively. But, all the results have been developed
under the key assumption that the units under test are independently
distributed. In this paper, we study general progressively Type-II cen-
sored order statistics arising from identical units under test which are

jointly distributed according to an Archimedean copula with completely
monotone generator (GPCOSARCM-II). Density, distribution and joint
density functions of GPCOSARCM-II are all derived. Finally, some ex-
amples of GPCOSARCM-II are also provided.

Keywords: Stochastic ordering, Archimedean copula, order statistics,
general progressive censoring, reliability systems.
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1. Introduction

Many papers and several monographs have appeared on the theory of order
statistics and as noted by Kamps [6] there are several other models of ordered
random variables with different interpretations and interesting applications in
many fields, for example, in reliability theory, survival analysis, financial eco-
nomics, etc. One of the interesting modifications of order statistics is the
concept of Progressive Type II censored-order statistics, which is very useful
in reliability and lifetime studies. Several authors have discussed properties
of progressively censored order statistics and their applications to inference.
For a comprehensive review on various developments concerning progressive
censoring, one may refer to Balakrishnan and Aggarwala [2] and the recent dis-
cussion paper Balakrishnan [3]. In all these works, progressively censored order
statistics are assumed to arise from N independent and identically distributed
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random variables. Here, we study general progressively censored order statis-
tics arising from N dependent random variables. This situation would arise
when the N units under test are dependent and have a joint distribution with
a special structure to be defined through a copula.

Copulas are convenient tools for modeling general dependence structure of
variables. A very convenient subclass of copulas is the Archimedean copula,
which has a close connection to Laplace transforms. For a thorough discussion
on Archimedean copulas, one may refer to Joe [5] and Nelsen [9]. This class
is used in Rezapour et. al. [11] and Rezapour and Alamatsaz [14] to study a
(n− k+1)-out-of-n system with dependent components. Rezapour et. al. [12]
considered some reliability property of a system whose components distributed
according to an Archimedean copula. To be specific, we assume that the N
underling variables are jointly distributed according to an Archimedean cop-
ula. First, recall that a function ψ : ℜ+ 7→ [0, 1] is said to be d-monotone if
(−1)kψ(k) ≥ 0 for k ∈ {1, ..., d − 2} and (−1)d−2ψ(d−2) is a decreasing and
convex function. If a function is d-monotone for all d ∈ N, then it is said to be
completely monotone. If a copula Cψ has the form

Cψ(u1, ..., uN ) = ψ

(
N∑
i=1

ψ−1(ui)

)
,(1.1)

where ψ : ℜ+ 7→ [0, 1] is a N -monotone (N ≥ 2) function such that ψ(0) = 1
and limx→∞ ψ(x) = 0, then it is called an Archimedean copula (see e.g. McNeil
and Nèslehovà [8]). The function ψ is said to be the generator function of this
Archimedean copula.

In this work, we concentrate on a special case of the Archimedean copula
whose generator function ψ is completely monotone. LetG(u) = exp{−ψ−1(u)}
and Mψ be the distribution function with Laplace Transform ψ. Then, we can
obtain an equivalent representation of (1.1) as

Cψ(u1, . . . , uN ) =

∫ ∞

0

N∏
j=1

Gα(ui)dMψ(α).(1.2)

This representation is the key to all subsequent developments.
Now, let us consider the following progressive Type-II censoring scheme aris-

ing from independent or dependent samples. First, we consider an independent
sample. SupposeXR

1:m:N , . . . , X
R
r:m:N are the progressively Type-II censored or-

der statistics (PCOS-II) of size m from an independent sample of size N with
a progressive censoring scheme R = (R1, . . . , Rm). Assuming that Xi’s have a
common absolutely continuous cumulative distribution function F with density
function f , the joint density function of the first r PCOS-II is given by

fXR
1:m:N

,...,XR
r:m:N

(x1, . . . , xr) =

(
r∏
j=1

γj

)
r∏
j=1

f(xj){F̄ (xj)}Rj{F̄ (xr)}γr−Rr−1(1.3)
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for x1 ≤ x2 ≤ · · · ≤ xr, where γj = N −
∑j−1
v=1(Rv + 1) =

∑m
v=j(Rv + 1)

and γ1 = N. We refer the reader to Balakrishnan and Aggarwala [2] and the
references therein for a comprehensive discussion and inferential procedures
based on progressive censoring.

Now, consider a random vector X = (X1, . . . , XN ) with joint distribution
function

ψ

(
N∑
i=1

ψ−1(F (xi))

)
=

∫ ∞

0

N∏
i=1

Gα(F (xi))dMψ(α) ,(1.4)

where F is the marginal distribution function. Let us further assume that the
function G has the first derivative g. Then, the joint density function of X
equals ∫ ∞

0

N∏
i=1

αg(F (xi))f(xi)G
α−1(F (xi))dMψ(α) ,(1.5)

which yields

Pr
(
x1 < X1 ≤ y1, . . . , xn < Xn ≤ yn|Xn+1 = xn+1, . . . , XN = xN

)
×fXn+1,...,XN (xn+1, . . . , xN )

=

∫ ∞

0

∫ y1

x1

. . .

∫ yn

xn

n∏
s=1

αg(F (ws))G
α−1(F (ws))f(ws)dws

×
N∏

s=n+1

αg(F (vs))G
α−1(F (vs))f(vs)dMψ(α)

=

∫ ∞

0

n∏
s=1

{
Gα(F (ys))−Gα(F (xs))

}
×

N∏
s=n+1

αg(F (xs))G
α−1(F (xs))f(xs)dMψ(α),(1.6)

where xi < yi for i = 1, 2, . . . , n. For more details, one may refer to Joe [5] or
Nelsen [9].

At the time of the first failure (i.e., when the minimum lifetime occurs),
R1 surviving units are withdrawn from the test; next, at the time of the i-th
failure, Ri (i = 2, . . . ,m) surviving units are withdrawn from the test. Let

X
(R1,...,Rm)
j:m:N denote the j-th dependent PCOS-II from m unit failures observed

from N units on test with progressive censoring scheme R = (R1, R2, . . . , Rm).
It is evident that N = m+ R1 + R2 + ... + Rm. Then, by using (1.6), we can
express the joint density function as∫ ∞

0

cm−1

m∏
i=1

αGα−1(F (xi))g(F (xi))f(xi)
{
1−Gα(F (xi))

}Ri

dMψ(α) ,(1.7)
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where cm−1 =
∏m
i=1 γi, γi =

∑m
v=i(Rv + 1) for i = 2, . . . ,m − 1, γ1 = N and

γm = 1. But, we can obviously show that G(F (x)) is a distribution function,
and consequently, the representation of the density function fXR

1:m:N ,...,X
R
m:m:N

in (1.7) can be written as

(1.8) fXR(t1, . . . tm) =

∫ ∞

0

fXR
α
(t1, . . . tm)dMψ(α), t1 ≤ · · · ≤ tm,

where fXR
α
(t1, . . . tm) is defined as the integrand in (1.7). Notice that fXR

α

is the joint density function of PCOS-II arising from an independent sample
XR
α = (XR

1:m:N ;α, . . . , X
R
m:m:N ;α) with baseline distribution Gα(F (·)), α ≥ 0

(see Balakrishnan and Cramer [4], Theorem 1). Rezapour et.al. [10] drive the
marginal density and distribution functions of XR

r:m:N . PCOS-II arising from
non-identical but independent units considered by Balakrishnan and Cramer
[4]. Rezapour et. al. [13] extend their results for the units under test which
are jointly distributed according to an Archimedean copula with completely
monotone generator. Here, we consider GPCOSARCHM-II and obtain their
marginal density and distributions.

The rest of the paper is organized as follows. In Section 2, we consider
the normalized spacing of general progressively Type-II censored order statis-
tics arising from an iid random sample with standard exponential distribu-
tion (GPCOSEXP-II) and show that they are independent and obtain their
density function. Then, we obtain the density and distribution function of
GPCOSEXP-II and show that this results reduces to the corresponding results
in Kamps and Cramer [7] for special cases. Moreover, we obtain the mar-
ginal density and distribution functions of GPCOS-II with a similar tact used
in Kamps and Cramer [7] for obtaining the corresponding results for PCOS-
II. In Section 3, we obtain the marginal density and distribution functions of
GPCOSARCHM-II. Finally, an example of a special case of GPCOSARCHM-II
is provided for illustrative purpose.

2. General progressively Type-II censored order statistics arising
from iid units

In this section, we consider the general progressive Type-II censoring consid-
ered by [1] and [2] and obtain some distributional results in this case. Specif-
ically, we shall consider the following scheme. Suppose that N iid units are
under a life-test and the first r units to fail are not observed; then, at the time
of the (r + 1)-th failure, R1 surviving units are censored from the test; next,
at the time of the (r + i)-th failure, Ri surviving units are censored from the

test (for i = 2, . . . ,m). Let R1 = (Rr+1, . . . , Rm) and XR1

j:m:N denote the j-th
GPCOS-II from m unit failures observed from N iid random variables with
progressive censoring scheme R1. It is evident that N =

∑m
j=r+1(Ri + 1) and
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the joint density function of (XR1

r+1:m:N , . . . , X
R1

r:m:N ) equals

f
X

R1
r+1:m:N

,...,X
R1
m:m:N

(xr+1, . . . , xm) = dm

m∏
j=r+1

f(xj){F̄ (xj)}Rj{F (xr+1)}r(2.1)

for x1 ≤ x2 ≤ · · · ≤ xr, where dm =
(
N
r

)
(N − r)

(∏m
k=r+2 γk

)
and γj =∑m

v=j(Rv + 1). We refer the reader to Balakrishnan and Aggarwala [2] and
the references therein for a comprehensive discussion and inferential procedures
based on progressive censoring. Now, consider the normalized spacing Y R1

v:m:N =

γv(X
R1

v:m:N −XR1

v−1:m:N ), for v = r+2, . . . ,m, where XR1

r+1:m:N , . . . , X
R1

m:m:N are
GPCOSEXP-II. The following result shows that the firstm−r−2 spacing from
GPCOSEXP-II are iid random variables with standard exponential distribution
and independent of the last one. They are immediate consequences of Theorem
3.4 in [2].

Proposition 2.1. Yv (v = r+ 2, . . . ,m)’s are iid random variables with stan-

dard exponential distribution and Y R1

r+1:m:N = γr+1x
R1

r+1:m:N = (N−r)xR1

r+1:m:N

is independent of Y R1

v:m:N , v = r + 2, . . . ,m with density function(
N

r

)
(1− e−

yr+1
N−r )r exp

(
− yr+1

)
.(2.2)

Now, using Proposition 2.1, we can obtain the marginal density and distri-
bution function of GPCOSEXP-II.

Proposition 2.2. Under the assumptions of Proposition 2.1, the density and
distribution functions of XR1

r+1:m:N are given by

(N − r)

(
N

r

)
(1− e−xr+1)r exp

(
− (N − r)xr+1

)
(2.3)

and
N∑

v=r+1

(
N

v

)
(1− e−xr+1)v exp

(
− (N − v)xr+1

)
,(2.4)

respectively, and the density and distribution functions of XR1

j:m:N , r + 1 < j ≤
m, are

(N − r)

(
N

r

)( j∏
v=r+2

γv

) j∑
v=r+2

ar+1
v (j)e−γvx

β(r + 1, N − r − γv)
(2.5)

and

1− (N − r)

(
N

r

)( j∏
v=r+2

γv

) j∑
v=r+2

ar+1
v (j)

γv

e−γvx

β(r + 1, N − r − γv)
,(2.6)
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respectively, where ar+1
v (j) =

∏j
k=r+2,k ̸=v

1
γk−γv and

β(r + 1, N − r − γv) =
(N − γv)!

r!(N − r − γv − 1)!
=

∫ 1

0

(1− u)ruN−r−γv−1du .

Remark 2.3. Under the assumptions of Proposition 2.2, if we set r = 0, we

have
a1v(j)

β(1,N−γv) =
∏j
k=1,k ̸=v

1
γk−γv . Then, the expressions in (2.5) and (2.6)

reduce to those in (6) and (5) of Kamps and Cramer [7], respectively.

Suppose that G is the standard exponential distribution and F is an ar-
bitrary distribution function. Then, following theorems follow using Propo-

sitions 2.1 and 2.2, applying the identity UR,P
v:m:N and quantile transformation

ZR,P
v:m:N = F−1(UR,P

v:m:N ), v = r + 1, . . . ,m .

Theorem 2.4. The density and distribution functions of the (r+1)-th GPCOS-
II arising from N iid random variables based on a distribution function F equals

N !

(N − r − 1)!r!
f(xr+1)F

r(xr+1)
(
1− F (xr+1)

)N−r−1

(2.7)

and
N∑

v=r+1

N !

(N − v − 1)!v!
F v(xr+1)

(
1− F (xr+1)

)N−v
,(2.8)

respectively, which are indeed the density and distribution functions of the usual
(r + 1)-th order statistic from N iid random variables from distribution F .

Theorem 2.5. The density and distribution function of the j-th GPCOS-II
arising from N iid random variables based on a distribution function F (for
r + 1 < j ≤ m) equals

(N − r)

(
N

r

)( j∏
v=r+2

γv

)
f(x)

j∑
v=r+2

ar+1
v (j)(1− F (x))γv−1

β(r + 1, N − r − γv)
(2.9)

and

1− (N − r)

(
N

r

)( j∏
v=r+2

γv

) j∑
v=r+2

ar+1
v (j)(1− F (x))γv

γvβ(r + 1, N − r − γv)
,(2.10)

respectively, where ar+1
v (·) and β(·, ·) are as defined earlier in Proposition 2.1.

3. General progressively Type-II censored order statistics arising
from dependent units

In this section, we consider GPCOSARCHM-II and obtain the marginal
density and distribution functions. Let us consider the progressive Type-II
censoring scheme arising from arising from identical units under test which
are jointly distributed according to an Archimedean copula with completely
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monotone generator, i.e., the random vector (X1, . . . , XN ) with joint density

function (1.5). Let XR1

j:m:N , j = r + 1, . . . ,m be the j-th GPCOSARCHM-II,

where R1 = (Rr+1, . . . , Rm). Therefore, using the sampling scheme described

in Section 2, we can obtain the joint density function of (XR1

1:m:N , . . . , X
R1

m:m:N )
as ∑

DN

Pr
{
Xi1 ≤ xr+1, . . . , Xir ≤ xr+1, xr+1 < Xir+1 ≤ xr+1 + dx,(3.1)

Xir+2 > xr+1, . . . , Xir+Rr+1+1 > xr+1, xr+2 < Xir+Rr+1+2 ≤ xr+2 + dx,

Xir+Rr+1+3 > xr+2, . . . , Xir+Rr+1+Rr+2+2 > xr+2, xr+3 < Xir+Rr+1+Rr+2+3

≤ xr+3 + dx, . . . ,Xir+R1+···+Rm+(m−r)
> xm

}
for xr+1 < xr+2 < · · · < xm, where the summation DN extends over all per-
mutations (i1, . . . , iN ) of 1, . . . , N . Let G(xj , α) = Gα(F (xj)) and g(xj , α) =
d
dxj

G(xj , α). Then, by using (1.6), we can express the joint density function as∫ ∞

0

dm{G(xr+1, α)}r
m∏

k=r+1

g(xk, α)
{
1−G(xk, α)

}Rk

dMψ(α) .(3.2)

where dm =
(
N
r

)
(N − r)

∏m
k=r+2

(
N − r −

∑k−1
v=r+1(Rv + 1)

)
=
(
N
r

)
(N −

r)
∏m
k=r+2

(∑m
v=k(Rv + 1)

)
=
(
N
r

)
(N − r)

∏m
k=r+2 γk . We can represent the

density function fXR
r+1:m:N ,...,X

R
m:m:N

given in (3.2) as

(3.3)

fXR,P(tr+1, . . . tm) =

∫ ∞

0

fXR,P
α

(tr+1, . . . tm)dMψ(α), tr+1 ≤ · · · ≤ tm,

where fXR,P
α

(tr+1, . . . tm) is defined as the integrand in (3.2). Notice that fXR,P
α

is the joint density function of GPCOS-II arising from an independent sample,
XR,P
α = (XR,P

r+1:m:N ;α, . . . , X
R,P
m:m:N ;α), with baseline distributions Gα(F (·)), α ≥ 0

(see [1] and [2]).
Now, we can obtain the marginal density and distribution function of the

(r+1)-th GPCOSARCHM-II by using the representation in (3.3) and Theorem
2.4.

Theorem 3.1. The marginal density and distribution functions of XR,P
r+1:m:N

are given, respectively, by

N !
∑N−r−1
i=0

(
N−r−1

i

)
(−1)i+1ψ′

(
(r + i+ 1)ψ−1(F (xr+1))

)
f(xr+1)

(N − r − 1)!r!ψ′
(
ψ−1(F (xr+1))

)(3.4)

and
N−r−1∑
i=0

N !(−1)i+1

(N − r − 1− i)!i!r!(r + i+ 1)
ψ
(
(r + i+ 1)ψ−1(F (xr+1))

)
.(3.5)
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Proof. From (3.3) and (2.9), we can obtain the marginal density function of

XR,P
r+1:m:N as

(N − r)

(
N

r

)∫ ∞

0

g(xr+1, α)
{
G(xr+1, α)

}r{
1−G(xr+1, α)

}N−r−1

dMψ(α)

= N

(
N − 1

r

)
N−r−1∑
i=0

(
N − r − 1

i

)
(−1)i

∫ ∞

0

g(xr+1, α)
{
G(xr+1, α)

}r+i
dMψ(α)

=

N−r−1∑
i=0

N
(
N−1
r

)(
N−r−1

i

)
(−1)if(xr+1)

ψ′
(
ψ−1(F (xr+1))

) ∫ ∞

0

αe
−α
(
(r+i+1)ψ−1(F (xr+1))

)
dMψ(α)

=
N !
∑N−r−1
i=0

(
N−r−1

i

)
(−1)i+1ψ′

(
(r + i+ 1)ψ−1(F (xr+1))

)
f(xr+1)

(N − r − 1)!r!ψ′
(
ψ−1(F (xr+1))

) ,

as required in (3.4), where the second equality follows fromG(x, α) = exp(−αψ−1(F (x)))

and g(x, α) = α exp(−αψ−1(F (x)))f(x)
ψ′(ψ−1(F (x))) , and the last equality follows from ψ′(x) =

−
∫∞
0
αe−αxdMψ(α). Integrating the density in (3.4), we obtain the cumulative

distribution function as in (3.5). □

Remark 3.2. Since the GPCOSARCHM-II X
Rr+1,...,Rm

r+1:m:n is the usual (r + 1)-th
order statistic, the expressions in (3.4) and (3.5) are indeed the density and
distribution functions of the usual (r+ 1)-th order statistic from N dependent
variables.

Next, the marginal density and distribution functions of the j-th (for r+1 <
j ≤ m) GPCOSARCHM-II are derived in the following theorem.

Theorem 3.3. The marginal density and distribution functions of XR,P
j:m:N (for

r + 1 < j ≤ m) are given, by

a(N, r, j)f(x)

ψ′(ψ−1(F (x)))

j∑
v=r+2

γv−1∑
i=0

ar+1
v (j)

(
γv−1
i

)
(−1)i

β(r + 1, N − r − γv)
(3.6)

×ψ′
(
(i+ 1)ψ−1

(
F (x)

))
and

a(N, r, j)

j∑
v=r+2

γv−1∑
i=0

ar+1
v (j)

(
γv−1
i

) (−1)i

i+1

β(r + 1, N − r − γv)
ψ

(
(i+ 1)ψ−1

(
F (x)

))
,(3.7)

respectively, where a(N, r, j) = (N − r)
(
N
r

)(∏j
v=r+2 γv

)
.
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Proof. Using (3.3) and (2.9), we can obtain the density function of XR,P
j:m:N (for

r + 1 < j ≤ m) as

a(N, r, j)

j∑
v=r+2

ar+1
v (j)

β(r + 1, N − r − γv)

∫ ∞

0

g(x, α)(1−G(x, α))γv−1dMψ(α)

= a(N, r, j)

j∑
v=r+2

γv−1∑
i=0

ar+1
v (j)

(
γv−1
i

)
(−1)i

β(r + 1, N − r − γv)

∫ ∞

0

g(x, α)Gi(x, α)dMψ(α) .

Since G(x, α) = exp

(
−αψ−1

(
F (x)

))
and g(x, α) = −α exp(−αψ−1(F (x)))f(x)

ψ′(ψ−1(F (x))) ,

we can write the marginal density function of XR,P
j:m:N as

a(N, r, j)f(x)

ψ′(ψ−1(F (x)))

j∑
v=r+2

γv−1∑
i=0

ar+1
v (j)

(
γv−1
i

)
(−1)i+1

β(r + 1, N − r − γv)

×
∫ ∞

0

α exp

{
− α(i+ 1)ψ−1

(
F (x)

)}
dMψ(α) .

Then, the required expression for the marginal density function in (3.6) follows
from the fact that ∫ ∞

0

α exp(−αx)dMψ(α) = −ψ′(x) .

Finally, the expression for the cumulative distribution function in (3.7) is ob-
tained by integrating (3.6). □

In the following we provide an illustrative example in which we consider
GPCOS-II arising from dependent variables distributed according to the gen-
eralized Gumbel-Hougaard family of Archimedean copula.

Example 3.4. Let ψ(s) = exp(−s1/θ) for θ ≥ 1. Then, by Theorem 3.1, the

marginal density function of XR1

r+1:m:N is given by

f(x)

F (x)
N

(
N − 1

r

)N−r−1∑
i=0

(
N − r − 1

i

)
(−1)i(r + i+ 1)1/θ−1(F (x))(r+i+1)(1/θ) .

Under the assumptions of Theorem 3.3, the marginal density function ofXR1

j:m:N ,
for r + 1 < j ≤ m, is given by

a(N, r, j)f(x)

F (x)

j∑
v=r+2

γv−1∑
i=0

ar+1
v (j)

(
γv−1
i

)
(−1)i

β(r + 1, N − r − γv)
(i+ 1)1/θ−1(F (x))(i+1)(1/θ)

Acknowledgement

The authors would like to thank the anonymous reviewer whose useful com-
ments improved the paper.



On properties of GPCOSARCM-II 1182

References

[1] R. Aggarwala and N. Balakrishnan, Some properties of progressive censored order statis-

tics from arbitrary and uniform distributions with applications to inference and simulation,

J. Statist. Plann. Inference 70 (1998), no. 1, 35–49.

[2] N. Balakrishnan and R. Aggarwala, Progressive Censoring: Theory, Methods, and Ap-
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