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1. Introduction

In finite dimensions, polynomials in an operator are the simplest and yet
the most important type of a functional calculus. It provides particular de-
compositions for the operator resulting a transparent structure of the operator
revealing some of its important properties ([2,3,5]). Throughout the paper, the
notation V is fixed for a linear space with the ground field F, and L(V ) denotes
the algebra of all linear operators on V . The parts of the domain appearing in
the above mentioned decompositions are invariant subspaces of the following
types:

S(f, T ) =

∞∪
n=1

ker(fn(T )), (spectral subspace)(1.1)

Z(v, T ) = spanF{v, Tv, T 2v, . . .}, (cyclic subspace)(1.2)

for some f ∈ F[x] and some v ∈ V ; the linear span spanF M ofM is the smallest
linear subspace of V containing a subset M which, if M ̸= ∅, is equivalent to
the family of all (finite) linear combinations of the elements of the set M with
coefficients from the field F. (Note that fn(T ) = [f(T )]n and spanF ∅ = {0}.)
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Operator decomposition theorems 176

We drop the subscript F in spanF if no ambiguity arises. More generally, if
∆ ⊂ V , then Z(∆, T ) will denote span[

∪
v∈∆ Z(v, T )]. If Mj (j ∈ J) is a family

of linear subspaces of V , then span(
∪

j∈J Mj), abbreviated as spanj∈JMj , is
the totality of all vectors represented as v = Σj∈Jvj in which vj ∈ Mj and all
but finitely many vj are 0. (The sum Σj means the finite sum of the nonzero
terms only.) It is immediate that

(1.3) spanj∈JMj =
∪

{
∑
j∈J

Mj : J finite subset of J}.

The space spanj∈JMj is denoted by ⊕j∈JMj if the representation v = Σj∈Jvj
is unique or, equivalently, vj = 0 for all j ∈ J whenever v = 0. Again, it is
immediate that

(1.4) ⊕j∈J Mj =
∪

{⊕j∈JMj : J finite subset of J}.

As a consequence of (1.3)-(1.4), if {Wij : i ∈ I, j ∈ Ji} is a family of linear
subspaces of V for index sets Ji and some linearly ordered set I such that
Ji ⊂ Jk for i ≤ k ∈ I, then

(1.5) span{Wij : i ∈ I, j ∈ Ji} =
∪
i∈I

span {Wij : j ∈ Ji}.

Moreover, if span {Wij : j ∈ Ji} = ⊕ {Wij : j ∈ Ji} for all i ∈ I, then

(1.6) ⊕ {Wij : i ∈ I, j ∈ Ji} = ∪i∈I ⊕ {Wij : j ∈ Ji}.

If V is finite-dimensional, then V = ker(f(T )) for some nonzero f ∈ F[x]; f
is called an annihilator of T . If f = pk1

1 pk2
2 · · · pkh

h is the prime factorization of
an annihilator f of T , it follows from the primary decomposition theorem
that

(1.7) V = ⊕h
i=1S(pi, T ), and T = ⊕h

i=1T |S(pi,T ).

The collection of all annihilators of T form a principal ideal in F [x] generated by
the so-called minimal polynomial of T . The minimal polynomial of T |S(pi,T )

is equal to pmi
i , where mi ≤ ki is the power of pi appearing in the prime

factorization of the minimal polynomial of T (i = 1, 2, . . . , h). If mi = 0, then
S(pi, T ) = {0} which is justified by the fact that the minimal polynomial of the
zero operator is the constant polynomial 1(x) ≡ 1 or the identity polynomial
id(x) ≡ x depending on whether or not V = {0}.

The family of all prime polynomials [3] (p. 135) in F[x] is denoted by PF or,
simply, P if no ambiguity arises. In general, a minimal polynomial f means the
(nonzero) monic polynomial [3] (p. 120) generating the ideal of all polynomials
g satisfying a certain (nice) condition. The ideals that we are usually dealing
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with in this paper are of one of the following forms:

{g ∈ F[x] : g(T ) = 0},(1.8)

{g ∈ F[x] : g(T )ω = 0},(1.9)

{g ∈ F[x] : g(T )ω ∈ W} and(1.10)

{g ∈ F[x] : g(λi) = 0; i = 1, 2, · · · , n}(1.11)

for some fixed T,W, ω, λi, where T ∈ L(V ), W is an invariant subspace of T ,
ω ∈ V and λ1, . . . , λn are in an extension G of the field F. The generator of
the ideal (1.8) is called the minimal polynomial of T , that of (1.9) is called
the local minimal polynomial of T at ω, that of (1.10) is called the minimal
T -conductor of ω into W , and that of (1.11) is called the minimal F-vanisher
at λ1, λ2, . . . , λn ∈ G. Finally, the notation

(1.12) x⊕ y ∈ X ⊕ Y means x ∈ X and y ∈ Y ;

i.e., besides expressing x+y ∈ X⊕Y , it also asserts that x ∈ X and y ∈ Y ; the
mere notation x+ y ∈ X ⊕ Y does not reveal any information on the locations
of x and y.

The cyclic decomposition theorem (for T on a finite-dimensional space
V ) employs the primary decomposition theorem to yield a different decompo-
sition

(1.13) V = ⊕r
j=1 ⊕α∈Λj Z(α, T ),

in which

(1) r is a positive integer,
(2) for 1 ≤ j ≤ r, the operator T |Z(α,T ) has a fixed minimal polynomial fj

as α runs in a given nonempty finite subset Λj of V , and
(3) if 1 ≤ j ≤ r − 1, then fj ̸= fj+1|fj .
(In case V = {0}, the equation (1.13) reduces to V = Z(0, T ).)
However, the cyclic decomposition theorem has the following simple version.

Theorem 1.1. (Simplified cyclic decomposition theorem) For T ∈ L(V )
with a minimal polynomial f ∈ F[x], the following equivalent assertions are
true.

(1) There exists a subset Λ of V such that V = ⊕{Z(α, T ) : α ∈ Λ}.
(2) There exists a subset Λ of ∪p∈PF S(p, T ) such that V = ⊕{Z(α, T ) : α ∈

Λ}.
(3) There exist subsets Λ1, . . . ,Λr of V for which (1.13) holds.

Proof. Assume (1) holds and let α ∈ Λ be arbitrary. Let g = pk1
1 pk2

2 · · · pkt
t be

the prime factorization of the minimal polynomial of S = T |Z(α,T ). In view of
the primary decomposition theorem Z(α, T ) = ⊕t

j=1S(pj , S) and α = ⊕t
j=1βj ,

where βj ∈ S(pj , S) = {x ∈ Z(α, T ) : pℓj(S)x = pℓj(T )x = 0; ℓ ∈ N}. Then



Operator decomposition theorems 178

Z(α, T ) ⊃ ⊕t
j=1Z(βj , S) = ⊕t

j=1Z(βj , T ) ⊃ Z(α, T ). Now, replacing each α by
its components β1, β2, etc., yields a new set Λ satisfying (2).

Next, assume (2) holds and let p1, p2, . . . , ps be the distinct prime factors
of f . Rearrange the prime factors in such a way that the cardinality of the
set Θk := Λ ∩ S(pk, T ) increases as k increases. Let Θk be indexed as Θk =
{αki : i ∈ Ik} and assume without loss of generality that Ik ⊂ Ik+1 for
i = 1, 2, . . . , s−1. Let k1 = 1, k2, . . . , kr be the indices at which the cardinalities
of Ikj and Ikj−1 are different. (Set I0 = ∅.) Now, define

Λj = {⊕k≥kj αki : i ∈ Ikj\Ikj−1}, (j = 1, 2, . . . , r).

Again, by letting α = ⊕k≥kj αki, fj = Πk≥kj pk and applying the primary
decomposition theorem to S = T |Z(α,T ), one can conclude that

Z(α, T ) = ⊕k≥kj
S(pk, S) ⊃ ⊕k≥kj

Z(αki, T ) ⊃ Z(α, T ),

which implies that Z(α, T ) = ⊕k≥kjZ(αki, T ) and that T has a local minimal
polynomial fj at α ∈ Λj . This proves (3) and the proof of (3) =⇒ (1) is clear.

The proof that T satisfies (3) is the classical cyclic decomposition theorem
in finite-dimensional case. The proof in the infinite dimension follows from
Theorem 1.5 of the present paper. □

Let Λ be as in Parts (1) or (2) of Theorem 1.1; for Part (2), define Λ =
Λ1∪· · ·∪Λr. Any of the cyclic decompositions given in Theorem 1.1 specifies
a rational canonical form T = ⊕α∈ΛTα in which

(1.14) [Tα]Aα =



0 0 0 · · · 0 −c0
1 0 0 · · · 0 −c1
0 1 0 · · · 0 −c2
...

...
...

. . .
...

...
0 0 0 · · · 0 −cℓ−2

0 0 0 · · · 1 −cℓ−1


, α ∈ Λ

with respect to the ordered basis Aα := {α, Tα, T 2α, . . . , T ℓ−1α}, where ℓ
and ci’s are the parameters appearing in the minimal polynomial fα(x) =
xℓ + cℓ−1x

ℓ−1 + · · ·+ c1x+ c0 of T at α.
(Note that the 1×1 matrix [0] represents the matrix of the zero operator on

a 1-dimensional space, and that the matrix of the zero operator on the space
{0} is a vacuous matrix.)

Furthermore, if the minimal polynomial f of T splits in F as

(1.15) f(x) = (x− λ1)
m1(x− λ2)

m2 · · · (x− λn)
mn ,

it yields a primary decomposition V = ⊕n
i=1S(id− λi1, T ). Also, applying the

cyclic decomposition theorem to each operator S = T |S(id−λi1,T ) yields the
so-called Jordan decomposition

(1.16) S(id− λi1, T ) = ⊕ri
j=1 ⊕α∈Λij Z(α, T ),
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where T has a minimal polynomial (x− λi1)
kij for all α ∈ Λij and some finite

sequence of positive integers ki1 > ki2 > · · · > kiri . For α ∈ Λij , the restriction
of the operator T − λi to Z(α, T ) is a nilpotent operator Nij and, hence, the
matrix of T |Z(α,T ) with respect to the basis

C = {α, (T − λiI)α, (T − λiI)
2α, . . . , (T − λiI)

kij−1α},

is the so-called Jordan block

(1.17) [λiI +Nij ]C =



λi 0 0 · · · 0 0
1 λi 0 · · · 0 0
0 1 λi · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · λi 0
0 0 0 · · · 1 λi


.

The direct sum of all Jordan blocks related to a given operator T is called its
Jordan canonical form.

The aim of the present paper is to see the extent to which the primary
decomposition (1.7), the cyclic decomposition (1.13), the rational canonical
form (1.14), the Jordan decomposition (1.16) and the Jordan canonical form
(1.17) can be extended when the underlying space is infinite-dimensional; this
is done in Section 2. (See also [1, 4, 5].) The uniqueness of the decompositions
is discussed in Section 3. The proofs in Section 2 are simplification as well
as adaptation to the infinite dimension of those given in [4]. The paper is
concluded with a section on open problems.

The following lemma constitutes some essential facts needed in the proof of
our main results. The proof is left to the interested reader.

Lemma 1.2. Let p ∈ PF and let f = pmg for some nonnegative integer m and
some polynomial g ∈ F[x] not divisible by p. Let T ∈ L(V ), let v ∈ V and let
W be an invariant subspace of T . The following assertions are true.

(1) If f is the minimal polynomial of T , then pm is the minimal polynomial
of T |S(p,T ). Moreover, if m ≥ 1, then there exists u ∈ V such that

pm−1(T )g(T )u ̸= 0.
(2) If f is the local minimal polynomial of T at v and if pm−1(T )g(T )y = 0

for some y ∈ Z(v, T ), then y = p(T )u for some u ∈ Z(v, T ).
(3) If f is the minimal polynomial of T and h is the minimal T -conductor

of v into W , then h|f .
(4) If f is the minimal T -conductor of v into W , then p is the minimal

T -conductor of u := pm−1(T )g(T )v into W .

The following examples reveal the motivation for the main result of the paper
stated in Theorem 1.5.
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Example 1.3. Let A = N (resp. A = Z) and define T ∈ L(VF) to be the
forward shift defined by Ten = en+1 (n ∈ A), where en is the nth element of
the standard basis of VF. Fix p(x) = xm + am−1x

m−1 + · · ·+ a1x+ a0 ∈ P and
v = en + bn−1en−1 + · · · + bn−ken−k ∈ V \{0} with ai, bj ∈ F, m ∈ N, n ∈ A
and k ≥ 0. Then pr(T )v = y+ en+rm ̸= 0 for all positive integers r, where y ∈
span{ej : j ≤ n+rm−1}. This shows that spanp∈PS(p, T ) = ⊕p∈PS(p, T ) =
{0} and VF = Z(e1, T ) (resp. VF = Z(ẽ, T )), where ẽ = {en : n ∈ Z}. (See
Section 4 for the definition of T -invariant sequences ṽ.)

Example 1.4. With the notation of Example 1.3, assume A = N. Let S ∈
L(VF) be the backward shift defined by Sen = en−1 where we set e0 = 0. Then
Snv = 0, which shows that VF = S(id, S), where id(x) ≡ x. Moreover, if
id ̸= p ∈ P, then pr(S)v = z + ar0en ̸= 0, where z ∈ span{e1, e2, . . . , en−1}.
Thus, S(p, S) = {0} for id ̸= p ∈ P and that VF = ⊕p∈PS(p, T ).

The two extreme Examples 1.3 and 1.4 point out the following infinite di-
mensional versions of the primary and cyclic decomposition theorems combined
in one theorem; the proof will be given in the next section.

Theorem 1.5. (The primary-cyclic decomposition theorem) Let T ∈
L(U) be an arbitrary linear operator on a general nonzero vector space U
such that T has a minimal polynomial f . Then there exists a subset Λ of
[∪p∈P S(p, T )] such that

spang∈F[x]S(g, T ) = ⊕p∈P S(p, T ), and(1.18)

U = ⊕p∈P S(p, T ) = ⊕α∈Λ Z(α, T ).(1.19)

Moreover, if W ⊂ U is such that Z(W,T ) = ⊕w∈W Z(w, T ) and U = Z(W,T )+
Z(Θ(W ), T ), then Λ can be chosen to satisfy W ⊂ Λ, where

Θ(W ) := {θ ∈ U : deg(fθ) ≤ deg(fw) ∀w ∈ W}(1.20)

fζ = the minimal polynomial of T at ζ for all ζ ∈ U.(1.21)

Note. Some summands in (1.18) may be trivial.

2. Proof of Theorem 1.5

Proof. We break the proof into several steps.
Step 1. Prove that spang∈F[x] S(g, T ) = ⊕p∈P S(p, T ).
Fix g ∈ F[x] and y ∈ S(g, T ) with the prime factorization g = pm1

1 pm2
2 · · · pmk

k .
Apply the primary decomposition theorem to the restriction S of T to the
finite-dimensional invariant subspace Z(y, T ), to conclude that y = y1 + y2 +
· · · + yk with yj ∈ S(pj , T ) (j = 1, 2, . . . , k). Thus spang∈F[x] S(g, T ) =
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spanp∈P S(p, T ). In view of (1.3) and (1.4), it follows from the primary de-
composition theorem for the finite-dimensional spaces that

spanp∈P S(p, T ) =
∪

{
∑
p∈P

S(p, T ) : P finite subset of P}

=
∪

{⊕p∈PS(p, T ) : P finite subset of P}
= ⊕p∈PS(p, T ).

Step 2. Prove that U = ⊕p∈P [U ∩ S(p, T )].
It follows from Step 1 that U = ⊕p∈P S(p, T ) = ⊕p∈P S(p, T ). But

S(p, T ) ̸= {0} if and only if p|f and thus U = ⊕p∈P S(p, T ).
To proceed to the next step, we retreat without loss of generality to a simpler

case of the problem. We may and shall assume without loss of generality in the
remainder of the proof that U = S(p, T ) for some p ∈ PF; i.e., T has a minimal
polynomial f(x) = pk for some p ∈ PF.

Step 3. For W as in the last conclusion of the theorem, show that there
exists a maximal subset Λ of V (= S(p, T )) such that W ⊂ Λ and

(2.1) V = Z(Λ, T ) = ⊕ω∈ΛZ(ω, T ).

Let X be the collection of all pairs (Ω,Θ) such that W ⊂ Ω ⊂ V , Z(Ω, T ) =
⊕ω∈ΩZ(ω, T ) and V = Z(Θ, T ) + Z(Ω, T ), where Θ = Θ(Ω) as defined in
the theorem. Define (Ω,Θ) ⪯ (Ω′,Θ′) in X if Ω ⊂ Ω′. Note that, in view
of Lemma 1.2, there exists ω ∈ S(p, T ) such that pm−1(T )ω ̸= 0. There-
fore, ({ω}, V ) ∈ X ≠ ∅. We prove that every monotone increasing chain
{(Ωj ,Θ)j}j∈J of elements of X has an upper bound in X . Here, the index set
J is linearly ordered. Let Ω = ∪j∈JΩj and let Θ = Θ(Ω). By (1.3)-(1.6),

Z(Ω, T ) = ∪j∈JZ(Ωj , T ) = ∪j∈J ⊕ω∈Ωj Z(ω, T ) = ⊕ω∈ΩZ(ω, T ).

Let m = m(Ω) := min{deg(fω) : ω ∈ Ω} and let ni = n(Θi) (i ∈ J), where
n(Θ) := max{deg(fθ) : θ ∈ Θ}. Since {ni}i∈J is decreasing, it follows that
ni ≡ n for some constant integer n and for all i greater than or equal to a fixed
κ ∈ J. Let Θ = Θκ. Then V = Z(Θκ, T )+Z(Ωκ, T ) ⊂ Z(Θ, T )+Z(Ω, T ) = V
and, hence, (Ω,Θ) ∈ X .

Now, by the Hausdorff maximal principle, X contains a maximal element
(Λ,Θ) with the corresponding parameters m = m(Ω) and n = n(Θ). Let
θ ∈ Θ be arbitrary and assume pℓ is its minimal T -conductor to Z(Λ, T ). Then
ν = ν(θ) := deg(pℓ) ≤ n and, thus, pℓ(T )θ = ph(T )ξ where ξ = g1(T )ω1 ⊕
g2(T )ω2 ⊕ · · · ⊕ gµ(T )ωµ for some integers µ ≥ 1 and h ≥ 0, some ωi ∈ Ω,
and some gi ∈ F[x] (i = 1, 2, . . . , µ) such that p ∤ g1. Let t be the smallest
nonnegative integer such that pℓ+t(T )θ = 0. Then ph+t(T )ω1 = 0, which
implies that h ≥ ℓ. Let θ′h−ℓ(T )ξ and observe that the minimal polynomial of
T at θ′ is pℓ. Choose θ with a maximal ℓ and call it ω0. Let Ω

′ = Ω∪ {ω0}, let
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Θ′ = Θ(Ω) and observe that (Ω,Θ) ⪯ (Ω′,Θ′) ∈ X . Thus, ω0 = 0 and, hence,
ω0 = 0. This means that V = Z(Λ, T ). The complete proof follows from the
special case that W = {0}. □

The formula (1.19) is the cyclic decomposition of the underlying space of T
and the corresponding rational canonical form is formulated as

(2.2) T = ⊕α∈ΛTα,

where each Tα is an operator satisfying (1.14).
We conclude the section with a result which was crossed by a couple of times

in the above arguments.

Corollary 2.1. If p1, p2, . . . , pr ∈ P are distinct and if αi ∈ S(pi, T ) for
i = 1, 2, . . . , r, then ⊕r

i=1Z(αi, T ) = Z(Σr
i=1αi, T ).

The proof follows from the fact that the local minimal polynomial of T
at each αi is of the form psii (i = 1, 2, . . . , r), and that of T at

∑r
i=1 αi is

q := ps11 · · · psrr . Hence,

dim⊕r
i=1 Z(αi, T ) =

r∑
i=1

deg psii = deg q = dim Z(
r∑

i=1

αi, T ).

Since Z(
∑r

i=1 αi, T ) ⊂ ⊕r
i=1 Z(αi, T ), it follows that Z(

∑r
i=1 αi, T ) = ⊕r

i=1 Z(αi, T ).

3. Uniqueness results

One of the main features of the cyclic decomposition (1.13) for the operators
on a finite-dimensional subspace is the uniqueness of the cardinalities card(Λj),
j = 1, 2, . . . , r. Whether the result remains true in the infinite dimension is left
as an open problem. Here, we show that the polynomials appearing in (1.19)
are unique. In fact, more is revealed by the following theorem.

Theorem 3.1. Fix T and U as in Theorem 1.5 and let Λ and Γ be two dif-
ferent collections of nonzero vectors establishing the cyclic decompositions of
the form (1.19). Fix p ∈ P and j ∈ N. Define Λ(p, j) = {α ∈ Λ : pj is the
minimal polynomial of T at α} and define Γ(p, j), accordingly. Then

card(Λ(p, j)) = card(Γ(p, j)) if 0 ≤ card(Λ(p, j)) < ∞.

Proof. Assume card(Λ(p, j)) ≥ n for some n ∈ N. Fix a subset Λ0 = {α1, α2,
· · · , αn} of Λ(p, j). There exists a finite subset Γ0 = {β1, β2, . . . , βm} of Γ such
that Λ0 ⊂ W := ⊕m

i=1 Z(βi, T ). Obviously, W is finite-dimensional and Γ0

yields a cyclic decomposition for T |W . On the other hand, W = W0 ⊕ W1,
where W0 = ⊕n

i=1Z(αi, T ) and W1 = W ∩⊕α∈Θ Z(α, T ) with Θ = Λ\Λ0. Find
Λ1 ⊂ W1 such that W1 = ⊕α∈Λ1 Z(α, T ) and define Ω = Λ0∪Λ1. By Theorem
1.5, W = ⊕ω∈Ω Z(ω, T ) and, by the uniqueness of the finite-dimensional case,
Γ0 ∩ Γ(p, j) has at least n elements. □
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4. Open problems

For a general operator T ∈ L(V ) the following problems remain unsettled.
Problem 1. When is there an invariant subspace W of T such that

V = W ⊕ [⊕p∈PS(p, T )]?
In the following, ṽ = (vn)n∈K ⊂ V is called an invariant sequence of T ∈

L(V ), if K = N or Z and vn+1 = Tvn for all n ∈ K. For an invariant sequence
ṽ = (vn)n∈K, we define Z(ṽ, T ) = ∪n∈KZ(vn, T ) and observe that, if K = N,
then Z(ṽ, T ) = Z(v1, T ).

Problem 2. If V = W ⊕ [⊕p∈PS(p, T )] for some invariant subspace W of
T , when is it true that

W = ⊕ṽ∈SZ(ṽ, T )

for some collection S of invariant sequences of T?

Acknowledgement

The research is supported by the grant “Allameh Tabatabaee” from the
Iranian National Elite Foundation (Bonyad Melli Nokhbegan).

References

[1] J. D. Botha, Alternative proofs of the rational canonical form theorem, Internat. J. Math.

Ed. Sci. Tech. 25 (1994), no. 5, 745–749.
[2] I.N. Herstein, Topics in Algebra, Blaisdell Publishing Co. Ginn and Co., New York-

Toronto-London, 1964.
[3] K. Hoffman and R. Kunze, Linear Algebra, Second Edition, Prentice-Hall, Inc., Engle-

wood Cliffs, New Jersey, 1971.
[4] M. Radjabalipour, The rational canonical form via the splitting field, Linear Algebra

Appl. 439 (2013), no. 8, 2250–02255.
[5] S.H. Weintraub, Jordan Canonical Form: Theory and Practice, Synthesis Lectures on

Mathematics and Statistics, 2 (2009), no. 1, 1–108.

(Mehdi Radjabalipour) Erfan Institute of Higher Education, Kerman, Iran.
E-mail address: mradjabalipour@gmail.com


	1. Introduction
	2. Proof of Theorem 1.5
	3. Uniqueness results
	4. Open problems
	Acknowledgement
	References

