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Abstract. An operator associated with the Wright function is intro-

duced in the open unit disk. Differential subordination and superordina-
tion results associated with this operator are obtained by investigating
appropriate classes of admissible functions. In particular, some inequali-
ties for modified Bessel functions are also obtained.
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1. Introduction

Let H(D) denote the class of analytic functions in the open unit disk D =
{z ∈ C : |z| < 1} and S(D) be the subclass of H(D) consisting of functions
which are also univalent in D. Moreover, for a ∈ C and n ∈ N consider

H[a, n] = {f ∈ H(D) : f(z) = a+ anz
n + an+1z

n+1 + . . . , z ∈ D},
with H0 = H[0, 1] and H1 = H[1, 1]. We denote by A the class of the functions
H[a, 1] which are normalized by the condition f(0) = 0 = f ′(0) − 1 and have
representation of the form

(1.1) f(z) = z +
∑
n≥2

anz
n, z ∈ D.

Given two functions f ∈ H(D) and g ∈ H(D), we say that f is subordinated to
g in D, and write f(z) ≺ g(z), if there exists a Schwarz function w analytic in
D with w(0) = 0 and |w(z)| < |z| for all z ∈ D, such that f(z) = g(w(z)) for
z ∈ D. In particular, if g is univalent in D, we have the following equivalence:
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Differential subordination and superordination results 1460

f(z) ≺ g(z), z ∈ D ⇐⇒ f(0) = g(0) and f(D) ⊂ g(D). We denote by Q the
class of functions q that are analytic and injective on D \ E(q), where

E(q) =

{
ζ ∈ ∂D : lim

z→ζ
q(z) = ∞

}
,

and are such that q′(ζ) ̸= 0 for ζ ∈ ∂D \E(q). Further let the subclass of Q for
which q(0) = a be denoted by Q(a) with Q(0) ≡ Q0 and Q(1) ≡ Q1.

The Wright function Wλ,µ(z) is defined by the series

(1.2) Wλ,µ(z) =
∑
n≥0

zn

n! Γ(λn+ µ)
, λ > −1, µ ∈ C.

If λ > −1, the series (1.2) is absolutely convergent for all z ∈ C, while
for λ = −1 this series is absolutely convergent for |z| < 1. Moreover, for
λ > −1, Wλ,µ is an entire function of z. The Wright functions was introduced
by Wright in [22], and have been used widely in the asymptotic theory of par-
titions, in the Mikusinski operational calculus and in the theory of integral
transforms of Hankel type. Recently these functions have appeared in the so-
lution of partial differential equations of fractional order, and it was found that
the corresponding Green functions can be represented in terms of the Wright
function, see [16,19].

If λ is a positive rational number, then the Wright function Wλ,µ can be
represented in terms of more familiar generalized hypergeometric function, see
[9, Sec. 2.1]. In particular, when λ = 1 and µ = ν+ b+1

2 (ν, b ∈ C), the function
W1,ν+ b+1

2

(
−cz2/4

)
can be expressed in terms of the generalized Bessel function

wν,b,c, given by

wν,b,c(z) =
(z
2

)ν

W1,ν+ b+1
2

(
−cz

2

4

)
=

∑
n≥0

(−c)n(z/2)2n+ν

n! Γ
(
n+ ν + b+1

2

) ,
where ν, b, c, z ∈ C and c ̸= 0. Moreover, note that the generalized Bessel
functions wν,b,c is the solution of differential equation

z2w′′(z) + bzw′(z) + (cz2 − ν2 + (1− b)ν)w(z) = 0,

where z is a non-zero complex number. Further, observe that the function wν,b,c

permits the study of Bessel, modified Bessel, spherical Bessel and modified
spherical Bessel functions together. It is clear that for c = 1 and b = 1 the
function wν,b,c reduces to Jν , the Bessel function of the first kind of order ν;
when c = −1 and b = 1 the function wν,b,c becomes Iν , which is modified
Bessel function of the first kind of order ν. Similarly, when c = 1 and b = 2 the
function wν,b,c reduces to 2jν/

√
π, where jν is the spherical Bessel function of

order ν; while if c = −1 and b = 2, then wν,b,c becomes 2iν/
√
π, where iν is
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the modified spherical Bessel function of order ν (see [5]). Also note that

W−ν,1−ν(−z) =Mν(z) (0 < ν < 1),W−ν,0(−z) = Fν(z) (0 < ν < 1),

W−1/3,2/3(z) = 32/3Ai(−z/31/3), W−1/2,0(z) = − z

2
√
π
e−z2/4,

W−1/2,1/2(z) = − 1√
π
e−z2/4,

whereMν and Fν are (Wright-type) entire auxiliary functions studied by [9,11]
(see also [12]) and the function Ai is well known Airy function.

For f ∈ A given by (1.1) and g given by g(z) = z+
∑

n≥2 bnz
n, the Hadamard

product (or convolution) of f and g is defined by

(f ∗ g)(z) = z +
∑
n≥2

anbnz
n = (g ∗ f)(z), z ∈ D.

Note that f ∗g ∈ A, also observe that the Wright functionWλ,µ ∈ H[1/Γ(µ), n],
but does not belong to the class A. Thus, to put the Wright function Wλ,µ in
class A, we consider here the following normalized form

Wλ,µ(z) = Γ(µ)zWλ,µ

(z
4

)
=

∑
n≥0

Γ(µ) zn+1

4n n! Γ(λn+ µ)
,

where λ > −1, µ ∈ C\Z−
0 , z ∈ D. Note that the normalized Wright function

Wλ,µ was studied recently in [18].
Now, we define an operator Wλ,µ as follows

Wλ,µf(z) = Wλ,µ(z) ∗ f(z) = z +
∑
n≥2

Γ(µ)anz
n

4n−1(n− 1)!Γ(λ(n− 1) + µ)
,

where λ > −1, µ ∈ C\Z−
0 , z ∈ D. Note that, if f(z) = z/(1 − z), then the

operator Wλ,µf reduces to the functions

uν,b,c(z) = W1,ν+ b+1
2
(−cz) ∗ z

1− z
= (−c)2ν Γ(ν + (b+1)/2) z1−ν/2 wν,b,c(

√
z),

gν(z) = W1,ν+1(−z) ∗
z

1− z
= (−1)2ν Γ(ν + 1) z1−ν/2Jν(

√
z)

and

kν(z) = W1,ν+1

(
z

1− z

)
= W1,ν+1(z) ∗

z

1− z
= 2ν Γ(ν + 1) z1−ν/2Iν(

√
z).

Note that the function uν,b,c was studied recently in [4,8,15] and gν was inves-
tigated in [7, 17, 21].

Let Ω and ∆ be any set in C, let p be an analytic function in D with p(0) = 1
and let ψ(r, s, t; z) : C3 × D → C. Miller and Mocanu [13] studied implications
of the form

(1.3)
{
ψ(p(z), zp′(z), z2p′′(z); z) : z ∈ D

}
⊂ Ω =⇒ p(D) ⊂ ∆.
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If ∆ is a simply connected domain containing the point a and ∆ ̸= C, then
the Riemann mapping theorem ensures that there is a conformal mapping q
of D onto ∆ such that q(0) = a. In this case (1.3) can be rewritten as

(1.4)
{
ψ(p(z), zp′(z), z2p′′(z); z) : z ∈ D

}
⊂ Ω =⇒ p(z) ≺ q(z).

Further, if Ω is a simply connected domain and Ω ̸= C, then there is a conformal
mapping h of D onto Ω such that h(0) = ψ(a, 0, 0; 0). If in addition, the
function ψ(p(z), zp′(z), z2p′′(z); z) is analytic in D, then (1.3) can be rewritten
as

(1.5) ψ(p(z), zp′(z), z2p′′(z); z) ≺ h(z) =⇒ p(z) ≺ q(z).

In this article, for suitably defined classes of admissible functions, involving
the operator Wλ,µ, we study implications of the form (1.4) and (1.5). Through
the simple algebraic check of admissible functions, we get various subordination,
superordination and differential inequalities that would be difficult to obtain
directly. Aghalary et al. [1], Ali et al. [2,3], Baricz et al. [6], Kim and Srivastava
[10], Soni et al. [20] and Xiang et al. [23] have considered similar problem for
various linear and multiplier operators. To prove our main results, we need the
following definitions and lemmas.

Definition 1.1. [13, Definition 2.3a, p. 27] Let Ω be a set in C, q ∈ Q and
n be a positive integer. The class of admissible functions Ψn[Ω, q] consists of
those functions Ψ : C3 × D → C that satisfy the admissibility condition

ψ(r, s, t; z) /∈ Ω,

whenever

r = q(ζ), s = kζq′(ζ) and ℜ
(
t

s
+ 1

)
≥ kℜ

(
ζq′′(ζ)

q′(ζ)
+ 1

)
for z ∈ D, ζ ∈ ∂D\E(q) and k ≥ n. In particular, Ψ1[Ω, q] ≡ Ψ[Ω, q].

Definition 1.2. [14, Definition 3, p. 817] Let Ω be a set in C and q ∈ H[a, n]
with q′(z) ̸= 0. The class of admissible functions Ψ′

n[Ω, q] consists of those
function ψ : C3 × D → C that satisfy the admissibility condition

ψ(r, s, t; ζ) ∈ Ω,

whenever

r = q(z), s =
zq′(z)

m
, and ℜ

(
t

s
+ 1

)
≤ 1

m
ℜ
(
zq′′(z)

q′(z)
+ 1

)
,

for z ∈ D, ζ ∈ ∂D\E(q) and m ≥ n ≥ 1. In particular, Ψ′
1[Ω, q] ≡ Ψ′[Ω, q].

Lemma 1.3. [13, Theorem 2.3b, p. 28] Let ψ ∈ Ψn[Ω, q] with q(0) = a. If
p ∈ H[a, n] satisfies

ψ
(
p(z), zp′(z), z2p′′(z); z

)
∈ Ω,

then p(z) ≺ q(z).
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Lemma 1.4. [14, Theorem 1, p. 887] Let ψ ∈ Ψ′
n[Ω, q] with q(0) = a. If

p ∈ Q(a) and we have that ψ
(
p(z), zp′(z), z2p′′(z); z

)
∈ S(D), then

Ω ⊂
{
ψ
(
p(z), zp′(z), z2p′′(z); z

)
: z ∈ D

}
implies q(z) ≺ p(z).

2. Subordination results for the operator Wλ,µ

First we define the following class of admissible functions.

Definition 2.1. Let Ω be a set in C, q ∈ Q0 ∩ H0. The class of admissible
functions ΦH [Ω, q] consists of those functions ϕ : C3 × D → C that satisfy the
admissibility condition

ϕ(u, v, w; z) /∈ Ω

whenever

u = q(ζ), v =
(µ− λ− 1)q(ζ) + kλζ q′(ζ)

µ− 1

and

ℜ
(
(µ− 1)(µ− 2)w − (µ− λ− 1)(µ− λ− 2)u

λ((µ− 1)v − (µ− λ− 1)u)
− 2µ− 3

λ
+ 2

)
≥ kℜ

(
ζq′′(ζ)

q′(ζ)
+ 1

)
for z ∈ D, ζ ∈ ∂D\E(q), k ≥ 1, λ > −1, µ− 2 ∈ C\Z−

0 .

Our first main result is the following theorem.

Theorem 2.2. Let λ > −1, µ−2 ∈ C\Z−
0 and ϕ ∈ ΦH [Ω, q]. If f ∈ A satisfies

(2.1) {ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) : z ∈ D} ⊂ Ω,

then

Wλ,µf(z) ≺ q(z), z ∈ D.

Proof. Let us consider the analytic function p : D → C, defined by p(z) =
Wλ,µf(z). By using the recurrence relation

λz(Wλ,µf(z))
′
= (µ− 1)Wλ,µ−1f(z)− (µ− λ− 1)Wλ,µf(z)

we get

Wλ,µ−1f(z) =
λzp′(z) + (µ− λ− 1)p(z)

µ− 1

and

Wλ,µ−2f(z) =
λ2z2p′′(z) + λ(2µ− λ− 3)zp′(z) + (µ− λ− 1)(µ− λ− 2)p(z)

(µ− 1)(µ− 2)
.

Now, let us define the transformation from C3 to C by

u = r, v =
λs+ (µ− λ− 1)r

µ− 1
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and

w =
λ2t+ λ(2µ− λ− 3)s+ (µ− λ− 1)(µ− λ− 2)r

(µ− 1)(µ− 2)
.

Let

ψ(r, s, t; z) = ϕ(u, v, w; z)

= ϕ

(
r,
λs+ (µ− λ− 1)r

µ− 1
,
λ2t+ λ(2µ− λ− 3)s+ (µ− λ− 1)(µ− λ− 2)r

(µ− 1)(µ− 2)
; z

)
.

By using the above equations we obtain

ψ
(
p(z), zp′(z), z2p′′(z); z

)
= ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z)

and hence (2.1) becomes

ψ
(
p(z), zp′(z), z2p′′(z); z

)
∈ Ω.

The proof is completed, if it can be shown that the admissibility condition for
ϕ ∈ ΦH [Ω, q] is equivalent to the admissibility condition as given in Definition
2.1. On the other hand, we note that

t

s
+ 1 =

(µ− 1)(µ− 2)w − (µ− λ− 1)(µ− λ− 2)u

λ((µ− 1)v − (µ− λ− 1)u)
− 2µ− 3

λ
+ 2

and hence ψ ∈ Ψ[Ω, q]. By Lemma 1.3, we obtain p ≺ q. This completes the
proof of Theorem 2.2. □

If Ω ̸= C is a simply connected domain, then Ω = h(D) for some conformal
mapping h of D onto Ω. In this case, the class ΦH [h(D), q] is written as ΦH [h, q].
The following result is an immediate consequence of Theorem 2.2.

Corollary 2.3. Let λ > −1, µ−2 ∈ C\Z−
0 and ϕ ∈ ΦH [h, q]. If f ∈ A satisfies

(2.2) ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ≺ h(z),

then
Wλ,µf(z) ≺ q(z), z ∈ D.

Our next result is an extension of Corollary 2.3 to the case when the behavior
of q on ∂D is not known.

Corollary 2.4. Let λ > −1, µ−2 ∈ C\Z−
0 , Ω ⊂ C and q ∈ S(D) with q(0) = 0.

Let ϕ ∈ ΦH [Ω, qρ] for some ρ ∈ (0, 1), where qρ(z) = q(ρz). If f ∈ A satisfies

ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈ Ω,

then
Wλ,µf(z) ≺ q(z).

Proof. Corollary 2.3 yields Wλ,µf(z) ≺ qρ(z). The result is now deduced from
the relationship qρ(z) ≺ q(z), z ∈ D. □

The following main result is similar to Corollary 2.3.
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Theorem 2.5. Let h, q ∈ H(D) with q(0) = 0 and set qρ(z) = q(ρz) and
hρ(z) = h(ρz). Let λ > −1, µ− 2 ∈ C\Z−

0 and ϕ : C3 ×D → C satisfies one of
the following conditions:

(i) ϕ ∈ ΦH [h, qρ] for some ρ ∈ (0, 1), or
(ii) there exist ρ0 ∈ (0, 1) such that ϕ ∈ ΦH [hρ, qρ] for all ρ ∈ (ρ0, 1).

If f ∈ A satisfies (2.2), then

Wλ,µf(z) ≺ q(z), z ∈ D.

Proof. The proof is similar to the proof of [13, Theorem 2.3d, p. 30] and is
therefore omitted. □

The next theorem yields the best dominant of the differential subordination.

Theorem 2.6. Let h ∈ S(D), λ > −1, µ − 2 ∈ C\Z−
0 and ϕ : C3 × D → C.

Suppose that the differential equation

ϕ

(
q(z),

λzq′(z) + (µ− λ− 1)q(z)

µ− 1
,

λ2z2q′′(z) + λ(2µ− λ− 3)zq′(z) + (µ− λ− 1)(µ− λ− 2)q(z)

(µ− 1)(µ− 2)
; z

)
= h(z)

has a solution q with q(0) = 0 and satisfies one of the following conditions:

(i) q ∈ Q0 and ϕ ∈ ΦH [h, q],
(ii) q ∈ S(D) and ϕ ∈ ΦH [h, qρ], for some ρ ∈ (0, 1), or
(iii) q ∈ S(D) and there exists ρ0 ∈ (0, 1) such that ϕ ∈ ΦH [hρ, qρ] for all

ρ ∈ (ρ0, 1).

If f ∈ A satisfies (2.2), then

Wλ,µf(z) ≺ q(z), z ∈ D
and q is the best dominant.

Proof. By applying Corollary 2.3 and Theorem 2.6, we deduce that q is a
dominant of (2.2). Since q satisfies the subordination Wλ,µf(z) ≺ q(z), it is
also a solution of (2.2) and therefore q will be dominated by all dominants of
(2.2). Hence q is the best dominant. □

In the particular case q(z) = Mz, M > 0, and in view of Definition 2.1,
the class of admissible functions ΦH [Ω, q] denoted by ΦH [Ω,M ], is described
below.

Definition 2.7. Let Ω be a set in C and M > 0. Suppose also that λ > −1,
µ − 2 ∈ C\Z−

0 and k ≥ 1. Then the class of admissible functions ΦH [Ω,M ]
consists of those functions ϕ : C3 × D → C such that
(2.3)

ϕ

(
Meiθ,

λk + µ− λ− 1

µ− 1
Meiθ,

λ2L+(kλ(2µ− λ− 3) + (µ− λ− 1)(µ− λ− 2))Meiθ

(µ− 1)(µ− 2)
; z

)
/∈ Ω,
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whenever z ∈ D and ℜ(Le−iθ) ≥Mk(k − 1) for all real θ.

Corollary 2.8. Let λ > −1, µ − 2 ∈ C\Z−
0 and ϕ ∈ ΦH(Ω,M). If f ∈ A

satisfies
ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈ Ω,

then
|Wλ,µf(z)| < M, z ∈ D.

In the special case Ω = q(D) = {ω : |ω| < M}, the class ΦH [Ω,M ] is simply
denoted by ΦH [M ] and thus Corollary 2.8 can be written in the following form.

Corollary 2.9. Let λ > −1, µ− 2 ∈ C\Z−
0 and ϕ ∈ ΦH [M ]. If f ∈ A satisfies

|ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z)| < M,

then
|Wλ,µf(z)| < M, z ∈ D.

Corollary 2.10. Let M > 0, λ > −1, µ− 1 ∈ C\Z−
0 , and ℜ(µ−1

λ + k−1
2 ) ≥ 0.

If f ∈ A satisfies |Wλ,µ−1f(z)| < M, then |Wλ,µf(z)| < M for z ∈ D.

Proof. This follows from Corollary 2.9 by taking ϕ(u, v, w; z) = v. □

Corollary 2.11. Let λ > −1, µ−1 ∈ C\Z−
0 and M > 0 and let f ∈ A satisfy∣∣∣∣Wλ,µ−1f(z) +

(
λ

µ− 1
− 1

)
Wλ,µf(z)

∣∣∣∣ < ∣∣∣∣ λ

µ− 1

∣∣∣∣M,

then
|Wλ,µf(z)| < M, z ∈ D.

Proof. Let ϕ(u, v, w; z) = v +
(

λ
µ−1 − 1

)
u and Ω = h(D), where

h(z) =
Mλ

µ− 1
z and M > 0.

To use Corollary 2.8, we need to show that ϕ ∈ ΦH [Ω,M ]. That is, the admis-
sibility condition in Definition 2.7 is satisfied. This follows since∣∣∣∣ϕ(Meiθ,

λk + µ− λ− 1

µ− 1
Meiθ,

Lλ2 +
[
kλ(2µ− λ− 3) + (µ− λ− 1)(µ− λ− 2)

]
Meiθ

(µ− 1)(µ− 2)
; z

)∣∣∣∣∣
=

∣∣∣∣ λ

µ− 1

∣∣∣∣ kM ≥
∣∣∣∣ λ

µ− 1

∣∣∣∣M,

whenever z ∈ D, θ ∈ R and k ≥ 1. The required result now follows from
Corollary 2.8. Moreover, Theorem 2.6 shows that the result is sharp. The
differential equation zq′(z) =Mz has a univalent solution q(z) =Mz. It follows
from Theorem 2.6 that q(z) =Mz is the best dominant. □
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Definition 2.12. Let Ω be a set in C and q ∈ Q1∩H1. The class of admissible
functions ΦH,1[Ω, q] consists of those functions ϕ : C3 ×D → C that satisfy the
admissibility condition

ϕ(u, v, w; z) /∈ Ω,

whenever

u = q(ζ), v =
λ

µ− 2

(
kζq′(ζ)

q(ζ)
+
µ− 1

λ
q(ζ)− 1

λ

)
and

ℜ
(
v(µ− 2)((µ− 2)(w − v) + 1− w)

λ(v(µ− 2)− u(µ− 1) + 1)
− 2(µ− 1)

λ
u+

µ− 2

λ
v +

1

λ

)
≥ kℜ

(
1 +

ζq′′(ζ)

q′(ζ)

)
,

where z ∈ D, ζ ∈ ∂D\E(q), λ > −1, µ− 3 ∈ C\Z−
0 and k ≥ 1.

The corresponding main result to the above definition reads as follows.

Theorem 2.13. Let λ > −1, µ − 3 ∈ C\Z−
0 and ϕ ∈ ΦH,1[Ω, q]. If f ∈ A

satisfies {
ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
: z ∈ D

}
⊂ Ω,

then
Wλ,µ−1f(z)

Wλ,µf(z)
≺ q(z), z ∈ D.

Proof. Consider the analytic function p : D → C, defined by

p(z) =
Wλ,µ−1f(z)

Wλ,µf(z)
, z ∈ D.

Logarithmic differentiation gives

Wλ,µ−2f(z)

Wλ,µ−1f(z)
=

λ

µ− 2

(
zp′(z)

p(z)
+
µ− 1

λ
p(z)− 1

λ

)
and

Wλ,µ−3f(z)

Wλ,µ−2f(z)
=

λ

µ− 3

(
zp′(z)

p(z)
+
µ− 1

λ
p(z)− 2

λ

+

z2p′′(z)

p(z)
+
zp′(z)

p(z)
−

(
zp′(z)

p(z)

)2

+
µ− 1

λ
zp′(z)

zp′(z)

p(z)
+
µ− 1

λ
p(z)− 1

λ

 .

Now, we define the transformation from C3 to C by

u = r, v =
λ

µ− 2

(
s

r
+
µ− 1

λ
r − 1

λ

)
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and

w =
λ

µ− 3

s

r
+
µ− 1

λ
r − 2

λ
+

t

r
+
s

r
−

(s
r

)2

+
µ− 1

λ
s

s

r
+
µ− 1

λ
r − 1

λ

 .

Let

ψ(r, s, t; z) = ϕ(u, v, w; z)

= ϕ

(
r,

λ

µ− 2

(
s

r
+
µ− 1

λ
r − 1

λ
,

λ

µ− 3

s

r
+
µ− 1

λ
r − 2

λ
+

t

r
+
s

r
−

(s
r

)2

+
µ− 1

λ
s

s

r
+
µ− 1

λ
r − 1

λ

 ; z

 .

Using the above equations it follows that

ψ
(
p(z), zp′(z), z2p′′(z); z

)
= ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
and consequently we have

ψ
(
p(z), zp′(z), z2p′′(z); z

)
∈ Ω.

The proof is completed if it can be shown that the admissibility condition
ϕ ∈ ΦH,1[Ω, q] is equivalent to the admissibility condition for ψ as given in
Definition 1.1. Note that

t

s
+ 1 =

v(µ− 2)((µ− 2)(w − v) + 1− w)

λ(v(µ− 2)− u(µ− 1) + 1)
− 2(µ− 1)

λ
u+

µ− 2

λ
v +

1

λ
.

Hence ψ ∈ Ψ[Ω, q], and by Lemma 1.3 we have p(z) ≺ q(z), which completes
the proof. □

In the case when Ω ̸= C is a simply connected domain with Ω = h(D)
for some conformal mapping h of D onto Ω, the class ΦH,1[h(D), q] is written
as ΦH,1[h, q]. The following result is an immediate consequence of the above
theorem.

Corollary 2.14. Let λ > −1, µ− 3 ∈ C\Z−
0 and ϕ ∈ ΦH,1[h, q] with q(0) = 1.

If f ∈ A satisfies

ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
≺ h(z),

then
Wλ,µ−1f(z)

Wλ,µf(z)
≺ q(z), z ∈ D.

In the particular case q(z) = 1+Mz, M > 0, the class of admissible functions
ΦH,1[Ω, q] is simply denoted by ΦH,1[Ω,M ].
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Definition 2.15. Let Ω be a set in C and M > 0. The class of admissible
functions ΦH,1[Ω,M ] consists of those functions ϕ : C3 × D → C such that

(2.4) ϕ

(
1 +Meiθ, 1 +

kλ+ (µ− 1)(1 +Meiθ)

(µ− 2)(1 +Meiθ)
Meiθ, 1 +

kλ+ (µ− 1)

(µ− 3)(1 +Meiθ)
Meiθ

+
λ(M + e−iθ)

(
Lλe−iθ + kM(λ+ µ− 1) + (µ− 1)kM2eiθ

)
− λk2M2

(µ− 3)(M + e−iθ) ((µ− 2)e−iθ+(µ− 1)M2eiθ+(kλ+ 2(µ− 1)M − 1)M)
;z

)
/∈ Ω,

whenever z ∈ D, λ > −1, µ − 3 ∈ C\Z−
0 , ℜ(Le−iθ) ≥ (k − 1)kM for all real θ and

k ≥ 1.

Corollary 2.16. Let λ > −1, µ − 3 ∈ C\Z−
0 and Φ ∈ ϕH,1[Ω,M ]. If f ∈ A

satisfies

ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
∈ Ω,

then ∣∣∣∣Wλ,µ−1f(z)

Wλ,µf(z)
− 1

∣∣∣∣ < M, z ∈ D.

In the special case Ω = q(D) = {ω : |ω − 1| < M} the class ΦH,1[Ω,M ] is
denoted by ϕH,1[M ] and Corollary 2.16 takes the following form.

Corollary 2.17. Let λ > −1, µ − 3 ∈ C\Z−
0 and ϕ ∈ ΦH,1[M ]. If f ∈ A

satisfies ∣∣∣∣ϕ(Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
− 1

∣∣∣∣ < M,

then ∣∣∣∣Wλ,µ−1f(z)

Wλ,µf(z)
− 1

∣∣∣∣ < M, z ∈ D.

Corollary 2.18. Let λ > −1, µ− 2 ∈ C\Z−
0 and M > 0. If f ∈ A satisfies∣∣∣∣Wλ,µ−2f(z)

Wλ,µ−1f(z)
−
(
µ− 1

µ− 2

)
Wλ,µ−1f(z)

Wλ,µf(z)
+

1

µ− 2

∣∣∣∣ < M

1 +M

∣∣∣∣ λ

µ− 2

∣∣∣∣ ,
then ∣∣∣∣Wλ,µ−1f(z)

Wλ,µf(z)
− 1

∣∣∣∣ < M, z ∈ D.

Proof. This follows from Corollary 2.16 by taking ϕ(u, v, w; z) = v − µ−1
µ−2 (u −

1)− 1 and Ω = h(D), where h(z) =
∣∣∣ λ
µ−2

∣∣∣ Mz
1+M , M > 0. To use Corollary 2.16,

we need to show that ϕ ∈ ΦH,1[M ], that is, the admissibility condition given
in Definition 2.15 is satisfied. This follows since∣∣∣∣ϕ(1 +Meiθ, 1 +

kλ+ (µ− 1)(1 +Meiθ)

(µ− 2)(1 +Meiθ)
Meiθ, 1 +

kλ+ (µ− 1)

(µ− 2)(1 +Meiθ)
Meiθ
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+
λ(M + e−iθ)

[
Lλe−iθ + kM(λ+ µ− 1) + (µ− 1)kM2eiθ

]
− λk2M2

(µ− 3)(M + e−iθ) [(µ− 2)e−iθ + (µ− 1)M2eiθ + (kλ+ 2(µ− 1)M − λ)M ]
; z

)∣∣∣∣∣
=

∣∣∣∣1 + kλ+ (µ− 1)(1 +Meiθ)

(µ− 2)(1 +Meiθ)
Meiθ − µ− 1

µ− 2
Meiθ − 1

∣∣∣∣
=

∣∣∣∣ Mkλ

(µ− 2)(1 +Meiθ)

∣∣∣∣ ≥ M

1 +M

∣∣∣∣ λ

µ− 2

∣∣∣∣ ,
for z ∈ D, θ ∈ R and k ≥ 1. □

Further, taking λ = 1 and f(z) =
z

1− z
in Corollary 2.18, we get the next

result.

Corollary 2.19. Let µ−3 ∈ C\Z−
0 and M > 0. If the modified Bessel function

Iµ satisfies ∣∣∣∣√zIµ−3(
√
z)

Iµ−2(
√
z)

−
√
zIµ−2(

√
z)

Iµ−1(
√
z)

+ 2

∣∣∣∣ < 2M

M + 1
, z ∈ D,

then ∣∣∣∣√zIµ−2(
√
z)

Iµ−1(
√
z)

− 2(µ− 1)

∣∣∣∣ < 2|µ− 1|M, z ∈ D.

Definition 2.20. Let Ω be a set in C and q ∈ Q1∩H1. The class of admissible
functions ΦH,2[Ω, q] consists of those functions ϕ : C3 ×D → C that satisfy the
admissibility condition

ϕ(u, v, w; z) /∈ Ω,

whenever

u = q(ζ), v = q(ζ) +
kλζ

µ− 1
q′(ζ)

and

ℜ
(
µ− 2

λ

(
w − u

v − u
− 2

)
− 1

λ

)
≥ kℜ

(
1 +

ζq′′(ζ)

q′(ζ)

)
,

where z ∈ D, ζ ∈ ∂D\E(q), λ > −1, µ− 2 ∈ C\Z−
0 and k ≥ 1.

Theorem 2.21. Let λ > −1, µ − 2 ∈ C\Z−
0 and ϕ ∈ ΦH,2[Ω, q]. If f ∈ A

satisfies {
ϕ

(
Wλ,µf(z)

z
,
Wλ,µ−1f(z)

z
,
Wλ,µ−2f(z)

z
; z

)
: z ∈ D

}
⊂ Ω,

then
Wλ,µf(z)

z
≺ q(z), z ∈ D.
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Proof. Consider the analytic function p : D → C, defined by p(z) = Wλ,µf(z)/z.
Differentiating logarithmically with respect to z we obtain

Wλ,µ−1f(z)

z
= p(z) +

λ

µ− 1
zp′(z)

and

Wλ,µ−2f(z)

z
=
λ2z2p′′(z) + λ(2µ+ λ− 3)zp′(z) + (µ− 1)(µ− 2)p(z)

(µ− 1)(µ− 2)
.

Now, define the transformation from C3 to C by

u = r, v =
λs+ (µ− 1)r

µ− 1

and

w =
λ2t+ λ(2µ+ λ− 3)s+ (µ− 1)(µ− 2)r

(µ− 1)(µ− 2)
.

Let

ψ(r, s, t; z) = ϕ(u, v, w; z)

= ϕ

(
r,
λs+ (µ− 1)r

µ− 1
,
λ2t+ (2µ+ λ− 3)s+ (µ− 1)(µ− 2)r

(µ− 1)(µ− 2)
; z

)
.

By using the above equations it follows that

ψ
(
p(z), zp′(z), z2p′′(z); z

)
= ϕ

(
Wλ,µf(z)

z
,
Wλ,µ−1f(z)

z
,
Wλ,µ−2f(z)

z
; z

)
and consequently we have that

ψ
(
p(z), zp′(z), z2p′′(z); z

)
∈ Ω.

Thus, the proof is completed if it can be shown that the admissibility condition
ϕ ∈ ΦH,2[Ω, q] is equivalent to the admissibility condition for ψ as given in Definition
1.1. Note that

t

s
+ 1 =

µ− 2

λ

(
w − u

v − u
− 2

)
− 1

λ
.

Hence ψ ∈ Ψ[Ω, q] and by Lemma 1.3 we get that p(z) ≺ q(z). □

In the case when Ω ̸= C is a simply connected domain with Ω = h(D)
for some conformal mapping h of D onto Ω, the class ΦH,2[h(D), q] is written
as ΦH,2[h, q]. The following result is an immediate consequence of the above
theorem.

Corollary 2.22. Let λ > −1, µ− 2 ∈ C\Z−
0 and ϕ ∈ ΦH,2[h, q] with q(0) = 1.

If f ∈ A satisfies

ϕ

(
Wλ,µf(z)

z
,
Wλ,µ−1f(z)

z
,
Wλ,µ−2f(z)

z
; z

)
≺ h(z),

then
Wλ,µf(z)

z
≺ q(z), z ∈ D.
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In the particular case q(z) = 1 +Mz, M > 0 and in view of Definition 2.20
the class of admissible functions ΦH,2[Ω, q] is simply denoted by ΦH,2[Ω,M ] as
described below.

Definition 2.23. Let Ω be a set in C and M > 0. The class of admissible
functions ϕH,2[Ω,M ] consists of those functions ϕ : C3 × D → C such that

ϕ

(
1 +Meiθ, 1 +

kλ+ µ− 1

µ− 1
Meiθ,

1 +
Lλ2 + [kλ

(
2µ+ λ− 3) + (µ− 1)(µ− 2)]Meiθ

(µ− 1)(µ− 2)
; z

)
/∈ Ω,

whenever z ∈ D, λ > −1, µ − 2 ∈ C\Z−
0 , ℜ(Le−iθ) ≥ (k − 1)kM for all real θ

and k ≥ 1.

Corollary 2.24. Let λ > −1, µ − 2 ∈ C\Z−
0 and ϕ ∈ ϕH,2[Ω,M ]. If f ∈ A

satisfies

ϕ

(
Wλ,µf(z)

z
,
Wλ,µ−1f(z)

z
,
Wλ,µ−2f(z)

z
: z

)
∈ Ω,

then ∣∣∣∣Wλ,µf(z)

z
− 1

∣∣∣∣ < M, z ∈ D.

In the special case Ω = q(D) = {ω : |ω − 1| < M}, the class ϕH,2[Ω,M ] is
denoted by ϕH,2[M ] and the above corollary takes the following form.

Corollary 2.25. Let λ > −1, µ − 2 ∈ C\Z−
0 and ϕ ∈ ϕH,2[M ]. If f ∈ A

satisfies ∣∣∣∣ϕ(Wλ,µf(z)

z
,
Wλ,µ−1f(z)

z
,
Wλ,µ−2f(z)

z
; z

)
− 1

∣∣∣∣ < M,

then ∣∣∣∣Wλ,µ−1f(z)

z
− 1

∣∣∣∣ < M, z ∈ D.

Corollary 2.26. Let λ > −1, µ− 1 ∈ C\Z−
0 and M > 0. If f ∈ A satisfies∣∣∣∣Wλ,µ−1f(z)

z
− Wλ,µf(z)

z

∣∣∣∣ < ∣∣∣∣ λ

µ− 1

∣∣∣∣M,

then ∣∣∣∣Wλ,µf(z)

z
− 1

∣∣∣∣ < M, z ∈ D.

Proof. This follows from Corollary 2.22 by taking ϕ(u, v, w; z) = v − u and
Ω = h(D) where h(z) = λM

µ−1z. □
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Further, taking λ = 1 and f(z) =
z

1− z
in Corollary 2.26, we get the next

result.

Corollary 2.27. Let µ−1 ∈ C\Z−
0 and M > 0. If the modified Bessel function

Iµ satisfies ∣∣∣∣Iµ−2(
√
z)

z
µ−2
2

− 2µIµ−2(
√
z)

z
µ−1
2

∣∣∣∣ < M

|Γ(µ)|2µ−2
, z ∈ D,

then ∣∣∣∣Γ(µ)2µ−1Iµ−1(
√
z)

z
µ−1
2

− 1

∣∣∣∣ < M, z ∈ D.

3. Superordination results for the operator Wλ,µ

The dual problem of differential subordination, the differential superordi-
nation of the integral operator Wλ,µ is investigated in this section. For this
purpose, a new class of admissible functions is given in the following definition.

Definition 3.1. Let Ω be a set in C and q ∈ H0 with zq′(z) ̸= 0. The class of
admissible functions Φ′

H [Ω, q] consists of those functions ϕ : C3 × D → C that
satisfy the admissibility condition

ϕ(u, v, w; ζ) ∈ Ω,

whenever

u = q(z), v =
λzq′(z) + (µ− λ− 1)mq(z)

m(µ− 1)

and

ℜ
(
(µ− 1)(µ− 2)w − (µ− λ− 1)(µ− λ− 2)u

λ[(µ− 1)v − (µ− λ− 1)u]
− 2µ− 3

λ
+ 2

)
≤ 1

m
ℜ
(
zq′′(z)

q′(z)
+ 1

)
,

for z ∈ D, ζ ∈ ∂D, m ≥ 1, λ > −1, µ− 2 ∈ C\Z−
0 .

Our first main result of this section reads as follows.

Theorem 3.2. Let λ > −1, µ − 2 ∈ C\Z−
0 and ϕ ∈ Φ′

H [Ω, q]. If f ∈ A,
Wλ,µf(z) ∈ Q0 and ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈ S(D), then

Ω ⊂ {ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) : z ∈ D }

implies

q(z) ≺ Wλ,µf(z), z ∈ D.

Proof. With p(z) = Wλ,µf(z) and

ψ(r, s, t; z) = ϕ(u, v, w; z),

= ϕ

(
r,
sλ+ (µ− λ− 1)r

µ− 1
,
tλ2 + λ(2µ− λ− 3)s+ (µ− λ− 1)(µ− λ− 2)r

(µ− 1)(µ− 2)
; z

)
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we have
Ω ⊂

{
ψ
(
p(z), zp′(z), z2p′′(z); z

)
: z ∈ D

}
.

Since

t

s
+ 1 =

(µ− 1)(µ− 2)w − (µ− λ− 1)(µ− λ− 2)u

λ((µ− 1)v − (µ− λ− 1)u)
− 2µ− 3

λ
+ 2,

the admissibility condition for ϕ ∈ Φ′
H [Ω, q] is equivalent to the admissibility condition

for ψ as given in Definition 1.2. Hence ψ ∈ Ψ′[Ω, q] and by Lemma 1.4 we have that
q(z) ≺ p(z). □

If Ω ̸= C is a simply connected domain, then Ω = h(D) for some conformal
mapping h of D onto Ω, and then the class Φ′

H [h(D), q] is written as Φ′
H [h, q].

Proceeding as in the previous section, the following result is an immediate
consequence of Theorem 3.2.

Corollary 3.3. Let λ > −1, µ−2 ∈ C\Z−
0 , q ∈ H0, h ∈ S(D) and ϕ ∈ Φ′

H [h, q].
If f ∈ A, Wλ,µf(z) ∈ Q0 and ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈
S(D), then
(3.1) h(z) ≺ ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z)

implies
q(z) ≺ Wλ,µf(z), z ∈ D.

The following theorem proves the existence of the best subordination for an
appropriate ϕ.

Theorem 3.4. Let λ > −1, µ−2 ∈ C\Z−
0 , h be analytic in D and ϕ : C3×D →

C. Suppose that the differential equation

ϕ

(
q(z),

λzq′(z) + (µ− λ− 1)q(z)

µ− 1
,

λ2z2q′′(z) + (2µ− λ− 3)λzq′(z) + (µ− λ− 1)(µ− λ− 2)q(z)

(µ− 1)(µ− 2)
; z

)
= h(z)

has a solution q(z) ∈ Q0. If ϕ ∈ Φ′
H [h, q], f ∈ A, Wλ,µf(z) ∈ Q0 and

ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈ S(D),
then

h(z) ≺ ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z)

implies
q(z) ≺ Wλ,µf(z), z ∈ D

and q is the best subordinant.

Proof. The proof is similar to the proof of Theorem 2.6 and is therefore omitted.
□

By combining Corollary 2.3 and Corollary 3.3, we obtain the following
sandwich-type result.
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Corollary 3.5. Let λ > −1, µ − 2 ∈ C\Z−
0 , h1 and q1 be analytic in D,

h2 ∈ S(D), q2 ∈ Q0 with q1(0) = q2(0) = 0 and ϕ ∈ ΦH [h2, q2] ∩ Φ′
H [h1, q1]. If

f ∈ A,

Wλ,µf(z) ∈ H0 ∩Q0 and ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ∈ S(D),

then

h1(z) ≺ ϕ (Wλ,µf(z),Wλ,µ−1f(z),Wλ,µ−2f(z); z) ≺ h2(z)

implies

q1(z) ≺ Wλ,µf(z) ≺ q2(z), z ∈ D.

Definition 3.6. Let Ω be a set in C and q(z) ∈ H1 with q(z) ̸= 0, zq′(z) ̸= 0.
The class of admissible functions Φ′

H,1[Ω, q] consists of those functions ϕ :

C3 × D → C that satisfy the admissibility condition

ϕ(u, v, w; ζ) ∈ Ω,

whenever

u = q(z), v =
1

µ− 2

(
(µ− 1)q(z) +

λzq′(z)

mq(z)
− 1

)
(q(z) ̸= 0)

and

ℜ
(
v(µ− 2)((µ− 2)(w − v) + 1− w)

λ(v(µ− 2)− u(µ− 1) + 1)
−2(µ− 1)

λ
u+

µ− 2

λ
v +

1

λ

)
≤ 1

m
ℜ
(
zq′′(z)

q′(z)
+ 1

)
,

for z ∈ D, ζ ∈ ∂D, λ > −1, µ− 3 ∈ C\Z−
0 and m ≥ 1.

Now, we give another dual result of differential superordinations, concerning
Theorem 2.13.

Theorem 3.7. Let λ > −1, µ− 3 ∈ C\Z−
0 and ϕ ∈ Φ′

H,1[Ω, q]. If f ∈ A,

Wλ,µ−1f(z)

Wλ,µf(z)
∈ Q1 and ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
∈ S(D),

then

Ω ⊂
{
ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
: z ∈ D

}
implies

q(z) ≺ Wλ,µ−1f(z)

Wλ,µf(z)
, z ∈ D.

Proof. In view of the proof of Theorem 2.13 we have

Ω ⊂
{
ψ
(
p(z), zp′(z), z2p′′(z); z

)
: z ∈ D

}
and we can see that the admissibility condition for ϕ ∈ Φ′

H,1[Ω, q] is equivalent
to the admissibility condition for ψ as given in Definition 1.2. Hence ψ ∈
Ψ′[Ω, q] and by Lemma 1.4, we get q ≺ p. □
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If Ω ̸= C is a simply connected domain and Ω = h(D) for some conformal
mapping h of D onto Ω, then the class Φ′

H,1[h(D), q] is written as Φ′
H,1[h, q].

Proceeding similarly as in the previous section, the following result is an im-
mediate consequence of Theorem 3.7.

Corollary 3.8. Let λ > −1, µ − 3 ∈ C\Z−
0 , q ∈ H1, h ∈ H(D) and ϕ ∈

Φ′
H,1[h, q]. If f ∈ A,

Wλ,µ−1f(z)

Wλ,µf(z)
∈ Q1 and ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
∈ S(D),

then

h(z) ≺ ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
implies

q(z) ≺ Wλ,µ−1f(z)

Wλ,µf(z)
, z ∈ D.

Combining Theorem 2.13 and Corollary 3.8, we obtain the following sandwich-
type theorem.

Corollary 3.9. Let λ > −1, µ−3 ∈ C\Z−
0 , h1, q1 ∈ H(D), h2 ∈ S(D), q2 ∈ Q1

with q1(0) = q2(0) = 1 and ϕ ∈ ΦH,1[h2, q2] ∩ Φ′
H,1[h1, q1]. If f ∈ A,

Wλ,µ−1f(z)

Wλ,µf(z)
∈ H1∩Q1 and ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
∈ S(D),

then

h1(z) ≺ ϕ

(
Wλ,µ−1f(z)

Wλ,µf(z)
,
Wλ,µ−2f(z)

Wλ,µ−1f(z)
,
Wλ,µ−3f(z)

Wλ,µ−2f(z)
; z

)
≺ h2(z)

implies

q1(z) ≺
Wλ,µ−1f(z)

Wλ,µf(z)
≺ q2(z), z ∈ D.
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(Árpád Baricz) Department of Economics, Babeş-Bolyai University, 400591 Cluj-
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Institute of Applied Mathematics, Óbuda University, 1034 Budapest, Hungary.
E-mail address: bariczocsi@yahoo.com

(Shashi Kant) Department of Mathematics, Government Dungar College, 334001

Bikaner, India.
E-mail address: drskant.2007@yahoo.com

(Jugal Kishore Prajapat) Department of Mathematics, Central University of Ra-
jasthan, 305817 Kishangarh, Rajasthan, India.

E-mail address: jkprajapat@curaj.ac.in


	1. Introduction
	2. Subordination results for the operator W, 
	3. Superordination results for the operator W, 
	References

