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1. Introduction

The aim of this paper is to establish the existence of solutions to the following fractional boundary value problem:

\[
\begin{align*}
\mathcal{D}_T^{\alpha} \left( \left( 1 + \frac{|D_0^\alpha u(t)|^2}{\sqrt{1 + |D_0^\alpha u(t)|^4}} \right) D_0^\alpha u(t) \right) &= \lambda f(t, u(t)), \quad t \in [0, T], \\
u(0) &= u(T) = 0,
\end{align*}
\]

where \( \alpha \in (1/2, 1], f \in C([0, T] \times \mathbb{R}) \) and \( \lambda > 0 \) is a parameter.

Fractional differential equations have gained importance due to their numerous applications in many phenomena in various fields of science and engineering including diffusive transport akin to diffusion, fluid flow, rheology, viscoelasticity, electrochemistry, electromagnetism, etc. For details, see \cite{4, 8, 9} and the references therein. It should be noted that critical point theory and variational methods have also turned out to be very effective tools in determining the existence of solutions for fractional differential equations; we refer to \cite{5, 6, 10, 14} and the references therein.

Recently, several studies have been performed for classical differential equations substituted by its fractional derivatives. In particular, in \cite{3, 13} the...
authors are studied the following Dirichlet’s boundary value problem for fractional differential equations with impulses

\[
\begin{aligned}
    t D_T^\gamma (c_0 D_t^\gamma u(t)) + a(t) u(t) &= \lambda f(t, u(t)), & t \neq t_j, & \text{a.e. } t \in [0, T], \\
    \Delta (c_0 D_T^{\gamma - 1}(c_0 D_t^{\gamma} u)(t_j)) &= \mu I_j(u(t_j)), & j = 1, 2, \ldots, n, \\
    u(0) = u(T) &= 0,
\end{aligned}
\]  

(1.2)

where \( \lambda \in (0, +\infty) \) and \( \mu \in (0, +\infty) \) are two parameters; the analogue case to the problem in \([11]\), but with the fractional derivative of order \( \alpha \in (1/2, 1] \) instead of the integer derivative of order \( \alpha = 1 \).

Motivated by the papers \([3, 13]\), in this paper, we attempt to apply the Morse theory is the critical group and Fountain theorem to study the existence and multiplicity of solutions of the problem (1.1).

The paper is organized as follows. In Section 2, we give preliminary facts and provide some basic properties which are needed later. Section 3 is devoted to our results on existence of solutions to the problem (1.1).

2. Preliminaries and reminder about fractional calculus

In this section, we present some preliminaries and lemmas that are useful in the proof of the main results. For the convenience of the reader, we also present here the necessary definitions from fractional calculus theory. We refer the reader to \([5, 7, 12]\) or other texts on basic fractional calculus.

**Definition 2.1** (Left and right Riemann-Liouville fractional derivatives \([7, 12]\)). Let \( f \) be a function defined on \([a, b]\). The left and right Riemann-Liouville fractional derivatives of order \( 0 \leq \gamma < 1 \) for function \( f \) denoted by \( a D_t^\gamma f(t) \) and \( t D_b^\gamma f(t) \), respectively, are defined by

\[
\begin{align*}
    a D_t^\gamma f(t) &= \frac{d}{dt} a D_t^{\gamma - 1} f(t) = \frac{1}{\Gamma(1 - \gamma)} \frac{d}{dt} \left( \int_a^t (t - s)^{\gamma - 1} f(s)ds \right), \\
    t D_b^\gamma f(t) &= \frac{d}{dt} t D_b^{\gamma - 1} f(t) = -\frac{1}{\Gamma(1 - \gamma)} \frac{d}{dt} \left( \int_t^b (s - t)^{\gamma - 1} f(s)ds \right),
\end{align*}
\]

for all \( t \in [a, b] \).

**Definition 2.2** (Left and right Caputo fractional derivatives \([7]\)). Let \( 0 < \gamma < 1 \) and \( f \in AC([a, b]) \), then the left and right Caputo fractional derivatives of order \( \gamma \) for function \( f \) denoted by \( a D_t^\gamma f(t) \) and \( t D_b^\gamma f(t) \), respectively, exist almost everywhere on \([a, b]\). \( a D_t^\gamma f(t) \) and \( t D_b^\gamma f(t) \) are represented by

\[
\begin{align*}
    a D_t^\gamma f(t) &= a D_t^{\gamma - 1} f'(t) = \frac{1}{\Gamma(1 - \gamma)} \left( \int_a^t (t - s)^{\gamma - 1} f'(s)ds \right), \\
    t D_b^\gamma f(t) &= -t D_b^{\gamma - 1} f'(t) = -\frac{1}{\Gamma(1 - \gamma)} \left( \int_t^b (s - t)^{\gamma - 1} f'(s)ds \right),
\end{align*}
\]
for all $t \in [a, b]$.

Note that when $\gamma = 1$, we have $\frac{\alpha}{\gamma} D^\gamma_a f(t) = f'(t)$, $\frac{\beta}{\gamma} D^\beta_b f(t) = -f'(t)$. In particular, $\frac{\alpha}{\gamma} D^\gamma_a f(t) = \frac{\beta}{\gamma} D^\beta_b f(t) = f(t)$, for $t \in [a, b]$.

Let us recall that for any fixed $t \in [0, T]$ and $1 \leq r < \infty$,

$$
\|u\|_{L^r([0, t])} = \left( \int_0^t |u(\xi)|^r d\xi \right)^{\frac{1}{r}},
\|u\|_{L^r} = \left( \int_0^T |u(\xi)|^r d\xi \right)^{\frac{1}{r}},
$$

and $\|u\|_{\infty} = \max_{t \in [0, T]} |u(t)|$.

**Definition 2.3.** Let $0 < \alpha \leq 1$ and $1 < p < \infty$. The fractional derivative space $E^\alpha_{0,p}$ is defined by

$$
E^\alpha_{0,p} = C^\infty_0([0, T]) \|\cdot\|_{\alpha,p}
$$

with respect to the norm

$$
\|u\|_{\alpha,p} = \left( \int_0^T |u(t)|^p dt + \int_0^T |D_t^\alpha u(t)|^p dt \right)^{\frac{1}{p}}.
$$

**Lemma 2.4 ([5]).** Let $0 < \alpha \leq 1$ and $1 < p < \infty$. The fractional derivative space $E^\alpha_{0,p}$ is a reflexive separable Banach space.

We can now give the following useful estimates, where we have employed the equivalent norm in $X^\alpha$.

**Lemma 2.5 ([5]).** Let $0 < \alpha \leq 1$ and $1 < p < \infty$. For all $u \in E^\alpha_{0,p}$, we have

$$
\|u\|_{L^p} \leq \frac{T^\alpha}{\Gamma(\alpha + 1)} \|D_t^\alpha u\|_{L^p}.
$$

Moreover, if $\alpha > \frac{1}{p}$ and $\frac{1}{p} + \frac{1}{q} = 1$, then

$$
\|u\|_{\infty} \leq \frac{T^{\alpha-\frac{1}{p}}}{\Gamma(\alpha)((\alpha - 1)q + 1)^{\frac{1}{q}}} \|D_t^\alpha u\|_{L^p}.
$$

Then, according to (2.2), we can consider $E^\alpha_{0,p}$ with respect to the norm

$$
\|u\|_{\alpha,p} = \|D_t^\alpha u\|_{L^p} = \left( \int_0^T |D_t^\alpha u(t)|^p dt \right)^{\frac{1}{p}}, \quad \forall u \in E^\alpha_{0,p}.
$$

In what follows, we will treat problem (1.1) in the Hilbert space $X^\alpha = E^\alpha_{0,2}$ with the corresponding norm $\|u\|_{\alpha} = \|u\|_{\alpha,2}$ which we defined in (2.4).

Furthermore, we need the following lemma:

**Lemma 2.6 ([5]).** If the sequence $\{u_n\}$ converges weakly to $u$ in $X^\alpha$, i.e., $u_n \rightharpoonup u$. Then $u_n \to u$ in $C([0, T], \mathbb{R}^N)$, i.e., $\|u_n - u\|_{\infty} \to 0$, as $n \to \infty$. 

3. Variational setting

Consider the energy functional \( \varphi : X^\alpha \to \mathbb{R} \) associated with problem (1.1), defined by

\[
\varphi(u) = \frac{1}{2} \int_0^T \left( \frac{|D^\alpha_t u(t)|^2}{\sqrt{1 + |D^\alpha_t u(t)|^4}} + \sqrt{1 + |D^\alpha_t u(t)|^4} \right) dt - \lambda \int_0^T F(t, u(t)) dt,
\]

(3.1)

for all \( u \in X^\alpha \), where \( F(t, u) = \int_0^u f(t, s) ds \). Clearly \( \varphi \) is continuously differentiable on \( X^\alpha \) i.e., \( \varphi \in C^1(X^\alpha, \mathbb{R}) \), and its Gateaux derivative is

\[
\varphi'(u)v = \int_0^T \left( 1 + \frac{|D^\alpha_t u(t)|^2}{\sqrt{1 + |D^\alpha_t u(t)|^4}} \right) D^\alpha_t u(t) \cdot D^\alpha_t v(t) dt
\]

(3.2)

for every \( u, v \in X^\alpha \). It is clear that the critical points of \( \varphi \) are weak solutions of the problem (1.1).

We collect some basic notions and theorems to prove our main results. Let \( X \) be a Banach space with the norm \( \| \cdot \| \). The main concept in Morse theory is the critical group \( C^q(\varphi; u) \) for a \( C^1 \)-functional \( \varphi : X \to \mathbb{R} \) at an isolated critical point \( u \) with \( \varphi(u) = c \) which is defined by

\[
C^q(\varphi; u) = H^q(\varphi^c \cap U, (\varphi^c \cap U) \setminus \{ u \}), \quad q \in \mathbb{N},
\]

where \( U \) is any neighborhood of \( u \), \( H^q \) is the singular relative homology with coefficients in an Abelian group \( G \) and \( \varphi^c = \varphi^c((-\infty, c]) \).

Also, we say that \( \varphi \) satisfies the (C) condition, if any sequence \( \{ u_n \} \subset X \) such that \( \{ \varphi(u_n) \} \) is bounded and \( (1 + u_n \|\| \| \varphi'(u_n) \| \| \varphi'(u_n) \| X^* \to 0 \) has a convergent subsequence; such a sequence is then called a (C) sequence. If \( \varphi \) satisfies the (C) condition and the critical values of \( \varphi \) are bonded from below by some \( \nu > -\infty \), then the critical groups at infinity as introduced by Bartsch and Li [2] is defined by

\[
C^q(\varphi, \infty) := H^q(X, \varphi^\nu).
\]

(3.3)

In applications, we use critical groups to distinguish critical points, and use Morse inequalities to find unknown critical points.

**Theorem 3.1** ([2]). Assume that \( \varphi \in C^1(X, \mathbb{R}) \) satisfies the (C) condition and \( \varphi \) has only finitely many critical points, then

(i) if for some \( q \in \mathbb{N} \) we have \( C^q(\varphi, \infty) \neq 0 \), then \( \varphi \) has a critical point \( u \) with \( C^q(\varphi, u) \neq 0 \);

(ii) let \( u \) be an isolated critical point of \( \varphi(u) \). If for some \( q \in \mathbb{N} \), we have \( C^q(\varphi, 0) \neq C^q(\varphi, \infty) \), then \( \varphi(u) \) has a nonzero critical point.
There exists two constants and assume that $Y_k = \bigoplus_{j=0}^{k} X_j$ and $Z_k = \bigoplus_{j=k}^{\infty} X_j$. The functional $F$ is said to satisfy the Palais-Smale condition if any sequence $\{u_j\}_{j \in \mathbb{N}} \subset X$ such that $\{F(u_j)\}_{n \in \mathbb{N}}$ is bounded and $F'(u_j) \to 0$ as $j \to +\infty$ has a convergent subsequence.

Let us recall, for reader’s convenience, a critical point result as follow:

**Theorem 3.2** ([1, 15]). Suppose that the functional $\Phi \in C^1(X, \mathbb{R})$ is even. If, for every $k \in \mathbb{N}$, there exist $q_k > r_k > 0$ such that

1. $a_k := \max_{u \in Y_k, \|u\| = q_k} \Phi(u) \leq 0$,
2. $b_k := \inf_{u \in Z_k, \|u\| = r_k} \Phi(u) \to +\infty$ as $k \to \infty$,
3. $\Phi$ satisfies the Palais-Smale condition,

then $\Phi$ possesses an unbounded sequence of critical values.

Now, we state our main results.

**Theorem 3.3.** If $\lambda > 0$, and $f$ satisfies the condition

(H1) $f \in C([0, T] \times \mathbb{R}; \mathbb{R})$ with $f(t, 0) = 0$ and there is a constant $C > 0$ such that

$$
|f(t, u)| \leq C(1 + |u|^{q-1}), \quad \forall \ (t, u) \in [0, T] \times \mathbb{R}, \quad 1 < q < 2.
$$

Then, the problem (1.1) has a solution.

**Theorem 3.4.** Suppose that the following conditions hold:

(H1) $f \in C([0, T] \times \mathbb{R}; \mathbb{R})$ with $f(t, 0) = 0$ and there is a constant $C > 0$ such that

$$
|f(t, u)| \leq C(1 + |u|^{q-1}), \quad \forall \ (t, u) \in [0, T] \times \mathbb{R}, \quad 1 < q < +\infty;
$$

(H2) $\lim_{|u| \to +\infty} \frac{F(t, u)}{|u|^p} = +\infty$ uniformly on $[0, T]$ and there exists $\Pi > 0$ such that $F(t, u) \geq -\Pi|u|^2$ for $(t, u) \in [0, T] \times \mathbb{R}$;

(H3) There exists $\theta > 2$ such that $\theta(f(t, u)u - 2F(t, u)) \geq f(t, su)su - 2F(t, su) \geq 0$ for all $(t, u) \in [0, T] \times \mathbb{R}$ and $s \in [0, 1]$;

(H4) There exists $\delta > 0$ such that $F(t, u) \leq 0$ for all $t \in [0, T], \ |u| < \delta$.

Then, for any $\lambda > 0$ the problem (1.1) has at least one nontrivial solution.

**Theorem 3.5.** Suppose that the following conditions hold:

(H1**) $f \in C([0, T] \times \mathbb{R}; \mathbb{R})$ with $f(t, 0) = 0$ and there is a constant $C > 0$ such that

$$
|f(t, u)| \leq C(1 + |u|^{q-1}), \quad \forall \ (t, u) \in [0, T] \times \mathbb{R}, \quad 2 < q < +\infty;
$$

(H3*) There exist two constants $M > 0$ and $\theta_1 > 2$ such that

$$
0 < \theta_1 F(t, u) \leq uf(t, u), \quad |u| \geq M, \ t \in [0, T];
$$

$$
\Pi > 0
$$

such that
On boundary value problem

(H5) $f(t, -u) = -f(t, u)$, $t \in [0, T]$, $u \in \mathbb{R}$.

Then, for any $0 < \lambda < \frac{q}{2}$ the problem (1.1) has infinitely many solutions.

**Proof of Theorem 3.3.** From (2.2) and (3.4), we have

$$
\varphi(u) = \frac{1}{2} \int_0^T \left( |D_t\varphi| + \sqrt{1 + |D_t\varphi|^4} \right) dt - \lambda \int_0^T F(t, u(t)) dt
$$

$$
\geq \frac{1}{2} \int_0^T |D_t\varphi|^2 dt - \lambda C \int_0^T |u(t)|^q dt - \lambda C_0
$$

$$
\geq \frac{1}{2} \|u\|^2 - \lambda C \left( \frac{T^\alpha}{(\alpha + 1)} \right)^q \|u\|^q - \lambda C_0 \to \infty, \quad \text{as} \quad \|u\| \to \infty.
$$

As $\varphi$ is weakly lower semicontinuous, $\varphi$ has a minimum point $u$ in $X^\alpha$ and $u$ is a weak solution of (1.1), this completes the proof.

**Proof of Theorem 3.4.** We divide the proof into the following two steps.

**Step 1.** We will prove that the functional $\varphi$ satisfies the (C) condition. To this end, let $\{u_n\}$ be a (C) sequence of $\varphi$, that is,

$$
\{ \varphi(u_n) \} \quad \text{is bounded and} \quad (1 + \|u_n\|) \|\varphi'(u_n)\|_{X^\alpha} \to 0.
$$

We first claim that the sequence $\{u_n\}$ is bounded in $X^\alpha$. If $\{u_n\}$ is unbounded, by passing to a subsequence if necessary, we may assume that for some $c \in \mathbb{R}$, $\|u_n\| \to +\infty$ and

$$
(3.7) \quad \varphi(u_n) \to c, \quad \varphi'(u_n) u_n \to 0 \quad \text{as} \quad n \to \infty.
$$

Hence, one can get

$$
\lim_{n \to \infty} \left\{ \frac{1}{2} \int_0^T \left( \sqrt{1 + |D_t\varphi|^4} \right) dt - \lambda \int_0^T F(t, u_n(t)) dt \right\}
$$

$$
\geq \frac{1}{2} \|u_n\|^2 - \lambda C \left( \frac{T^\alpha}{(\alpha + 1)} \right)^q \|u_n\|^q - \lambda C_0 \to \infty, \quad \text{as} \quad \|u_n\| \to \infty.
$$

$$
= \lim_{n \to \infty} \left[ \varphi(u_n) - \frac{1}{2} \varphi'(u_n) u_n \right] = c.
$$

Let $w_n = \frac{u_n}{\|u_n\|}$, we may assume that

$$
\begin{align*}
&w_n \rightharpoonup w, \quad \text{weakly in} \quad X^\alpha, \\
&w_n \to w, \quad \text{strongly in} \quad L^p([0, T]), \quad 1 < p < +\infty, \\
&w_n \to w, \quad \text{a.e. in} \quad [0, T].
\end{align*}
$$

Let $\Theta := \{ t \in [0, T] : w(t) \neq 0 \}$, then

$$
\lim_{n \to \infty} w_n(t) = \lim_{n \to \infty} \frac{u_n(t)}{\|u_n\|} = w(t) \neq 0 \quad \text{in} \quad \Theta,
$$
which implies that $|u_n(t)| \to +\infty$ as $n \to \infty$. By the condition (H2), one has

$$
\frac{F(t, u_n(t))}{|u_n(t)|^2} \to +\infty, \quad t \in \Theta \quad \text{as} \quad n \to \infty,
$$

which shows that

$$
\frac{F(t, u_n(t))}{|u_n(t)|} u_n(t)^2 \to +\infty, \quad t \in \Theta \quad \text{as} \quad n \to \infty.
$$

Note that the Lebesgue measure of $\Theta$ is positive, using the Fatou’s Lemma, we have

$$
\int_{\{t \in [0, T]: w(t) \neq 0\}} \frac{F(t, u_n(t))}{|u_n(t)|^2} u_n(t)^2 dt \to +\infty, \quad \text{as} \quad n \to \infty.
$$

On the other hand, from (3.7), by $\varphi(u_n) \to c$, we obtain

$$
(3.9) \quad c = \varphi(u_n) + o(1).
$$

owing to (3.9), we have that

$$
c = \varphi(u_n) + o(1)
$$

$$
= \frac{1}{2} \int_0^T \left( |\partial_t^\alpha u_n(t)|^2 + \sqrt{1 + |\partial_t^\alpha u_n(t)|^4} \right) dt
$$

$$
- \lambda \int_0^T F(t, u_n(t)) dt + o(1)
$$

$$
\leq \frac{1}{2} \int_0^T \left( |\partial_t^\alpha u_n(t)|^2 + 1 + |\partial_t^\alpha u_n(t)|^2 \right) dt
$$

$$
- \lambda \int_0^T F(t, u_n(t)) dt + o(1)
$$

$$
(3.10) \quad \leq \|u_n\|^2 + \frac{T}{2} - \lambda \int_0^T F(t, u_n(t)) dt + o(1),
$$

Thus

$$
(3.11) \quad \frac{1}{\lambda} \|u_n\|^2 + \frac{T}{2\lambda} - \frac{c}{\lambda} + o(1) \geq \int_0^T F(t, u_n(t)) dt.
$$
It follows from (3.11) and condition (H2) that

\[
\frac{1}{\lambda} + \frac{T}{2\lambda\|u_n\|^2} - \frac{c}{\lambda\|u_n\|^2} + \frac{o(1)}{\|u_n\|^2} \geq \int_0^T \frac{F(t, u_n(t))}{\|u_n\|^2} dt \\
= \left( \int_{w \neq 0} + \int_{w = 0} \right) \frac{F(t, u_n(t))}{\|u_n(t)\|^2} |w_n(t)|^2 dt \\
\geq \int_{w \neq 0} \frac{F(t, u_n(t))}{\|u_n(t)\|^2} |w_n(t)|^2 dt \\
- \Pi \int_{w = 0} |w_n(t)|^2 dt,
\]

(3.12)

which contradicts (3.8). This shows that \(|\Theta| = 0\) and then \(w(t) = 0\) a.e. in \([0, T]\). Since \(\varphi(u_n)\) is continuous in \(t \in [0, 1]\), for each \(n\) there exists \(t_n \in [0, 1]\) \((n = 1, 2, \ldots)\), such that

(3.13) \quad \varphi(t_n u_n) := \max_{t \in [0, 1]} \varphi(t u_n). \]

For any \(k > 1\), set \(v_n = \sqrt{k} w_n\). Fix \(k\), since \(w_n \to 0\) in \(L^p([0, T])\) for all \(1 < p < +\infty\) and \(w_n(t) \to 0\) a.e. \(t \in [0, T]\) as \(n \to +\infty\), owing to the condition (H1) and the Lebesgue dominated convergence theorem, we have

(3.14) \quad \lim_{n \to \infty} \int_0^T F(t, v_n(t)) dt = 0.

Recall that \(\|u_n\| \to +\infty\) as \(n \to \infty\). Thus, we have \(\frac{\sqrt{k}}{\|u_n\|} \in (0, 1)\) for \(n\) large enough. So, by (3.14), we can get

\[
\begin{align*}
\varphi(t_n u_n) & \geq \varphi(v_n) \\
& = \frac{1}{2} \int_0^T \left( |\varepsilon_0 D_t^2 v_n(t)|^2 + \sqrt{1 + |\varepsilon_0 D_t^2 v_n(t)|^4} \right) dt - \lambda \int_0^T F(t, v_n(t)) dt \\
& \geq \int_0^T |\varepsilon_0 D_t^2 v_n(t)|^2 dt - \lambda \int_0^T F(t, v_n(t)) dt \\
& = k \|w_n\|^2 - \lambda \int_0^T F(t, v_n(t)) dt \\
\end{align*}
\]

(3.15) \quad k

for any \(n\) large enough. From (3.15) and letting \(n \to +\infty\), we have \(\varphi(t_n u_n) \to +\infty\). Also, by (3.7), one can get \(\varphi'(t_n u_n)t_n u_n \to 0\). Hence using (3.8) and
(H3), for all \( n \) large enough, we obtain

\[
\frac{1}{\theta} \varphi(t_n u_n) = \frac{1}{\theta} \left( \varphi(t_n u_n) - \frac{1}{2} \varphi'(t_n u_n) t_n u_n \right)
\]

\[
\leq \frac{1}{2} \int_0^T \left( \sqrt{1 + |\xi_0 D_t^\alpha u_n(t)|^4} - \frac{|\xi_0 D_t^\alpha u_n(t)|^4}{\sqrt{1 + |\xi_0 D_t^\alpha u_n(t)|^4}} \right) dt 
+ \frac{\lambda}{2} \int_0^T \frac{f(t, t_n u_n(t)) t_n u_n(t) - 2 F(t, t_n u_n(t))}{\theta} dt 
\]

\[
\leq \frac{1}{2} \int_0^T \left( \sqrt{1 + |\xi_0 D_t^\alpha u_n(t)|^4} - \frac{|\xi_0 D_t^\alpha u_n(t)|^4}{\sqrt{1 + |\xi_0 D_t^\alpha u_n(t)|^4}} \right) dt 
+ \frac{\lambda}{2} \int_0^T \left( f(t, u_n(t)) u_n(t) - 2 F(t, u_n(t)) \right) dt \to c,
\]

as \( n \to +\infty \).

This contradicts \( \varphi(t_n u_n) \to +\infty \). Therefore we have proved that \( \{u_n\} \) is bounded in \( X^\alpha \), so by passing to a subsequence if necessary, we may assume that

\[
\begin{aligned}
&\{u_n\} \to u, \text{ weakly in } X^\alpha, \\
&u_n \to u, \text{ strongly in } L^p([0, T]), \quad 1 < p < +\infty.
\end{aligned}
\]

Now, we consider the operator \( J' : X^\alpha \to (X^\alpha)^* \) which is defined by

\[
\langle J'(u), v \rangle = \int_0^T \left( 1 + \frac{|\xi_0 D_t^\alpha u(t)|^2}{\sqrt{1 + |\xi_0 D_t^\alpha u(t)|^4}} \right) ^\alpha D_t^\alpha u(t) \xi_0 D_t^\alpha v(t) dt,
\]

for all \( u, v \in X^\alpha \).

We note that the linear operator \( J' \) is strongly monotone, that is

\[
\langle J'(u) - J'(v), u - v \rangle \geq c\|u - v\|^2, \quad \forall u, v \in X^\alpha.
\]
In fact, then, for all \( u, v \in X^{\alpha} \), we have

\[
\langle J'(u) - J'(v), u - v \rangle \\
= \int_0^T \left( 1 + \frac{|\delta_0 D_t^\alpha u(t)|^2}{\sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4}} \right) \delta_0 D_t^\alpha u(t) \delta_0 D_t^\alpha (u(t) - v(t)) dt \\
- \int_0^T \left( 1 + \frac{|\delta_0 D_t^\alpha v(t)|^2}{\sqrt{1 + |\delta_0 D_t^\alpha v(t)|^4}} \right) \delta_0 D_t^\alpha v(t) \delta_0 D_t^\alpha (u(t) - v(t)) dt \\
\geq \int_0^T \delta_0 D_t^\alpha (u(t) - v(t)) \delta_0 D_t^\alpha (u(t) - v(t)) dt \\
+ \int_0^T \frac{|\delta_0 D_t^\alpha u(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4}} dt - \int_0^T \frac{|\delta_0 D_t^\alpha v(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha v(t)|^4}} dt \\
\geq C_0 \int_0^T \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt,
\]

and

\[
\int_0^T \frac{|\delta_0 D_t^\alpha u(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4}} dt = \int_0^T \frac{|\delta_0 D_t^\alpha u(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4}} \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt \\
= \int_0^T \frac{|\delta_0 D_t^\alpha u(t)|^4}{1 + |\delta_0 D_t^\alpha u(t)|^4} \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt \\
= \int_0^T \left( 1 - \frac{1}{1 + |\delta_0 D_t^\alpha u(t)|^4} \right) \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt \\
\geq \int_0^T \left( 1 - \frac{1}{1 + c_0} \right) \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt,
\]

so

\[
\int_0^T \frac{|\delta_0 D_t^\alpha u(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4}} dt \\
+ \int_0^T \frac{|\delta_0 D_t^\alpha v(t)|^4}{\sqrt{1 + |\delta_0 D_t^\alpha v(t)|^4}} dt \\
\geq C_1 \left( \int_0^T \sqrt{1 + |\delta_0 D_t^\alpha u(t)|^4} dt \\
+ \int_0^T \sqrt{1 + |\delta_0 D_t^\alpha v(t)|^4} dt \right),
\]

(3.20)
for $|\bar{\eta} D^n_\tau u(t)| \geq c_0 > 0$, and $|\bar{\eta} D^n_\tau v(t)| \geq c'_0 > 0$.

Also, one has

$$- \int_0^T \frac{|\bar{\eta} D^n_\tau u(t)|^3 |\bar{\eta} D^n_\tau v(t)|}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} \, dt - \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^3 |\bar{\eta} D^n_\tau u(t)|}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt$$

$$\geq - \frac{1}{2} \int_0^T \left( \frac{|\bar{\eta} D^n_\tau u(t)|^3}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} + |\bar{\eta} D^n_\tau v(t)| \right) \, dt$$

$$- \frac{1}{2} \int_0^T \left( \frac{|\bar{\eta} D^n_\tau v(t)|^3}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} + |\bar{\eta} D^n_\tau u(t)| \right) \, dt.$$ 

(3.21)

Then, by (3.20) and (3.21), we have

$$+ \int_0^T \frac{|\bar{\eta} D^n_\tau u(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} \, dt - \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^3 |\bar{\eta} D^n_\tau u(t)|}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt$$

$$+ \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt - \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^3 |\bar{\eta} D^n_\tau u(t)|}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt$$

$$\geq \int_0^T \frac{|\bar{\eta} D^n_\tau u(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} \, dt + \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt$$

$$- \frac{1}{2} \int_0^T \left( \frac{|\bar{\eta} D^n_\tau u(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} + |\bar{\eta} D^n_\tau v(t)| \right) \, dt$$

$$- \frac{1}{2} \int_0^T \left( \frac{|\bar{\eta} D^n_\tau v(t)|^3}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} + |\bar{\eta} D^n_\tau u(t)| \right) \, dt$$

$$\geq \frac{1}{2} \int_0^T \frac{|\bar{\eta} D^n_\tau u(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4}} \, dt + \frac{1}{2} \int_0^T \frac{|\bar{\eta} D^n_\tau v(t)|^4}{\sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4}} \, dt$$

$$- \frac{1}{2} \int_0^T |\bar{\eta} D^n_\tau v(t)| \, dt - \frac{1}{2} \int_0^T |\bar{\eta} D^n_\tau u(t)| \, dt$$

$$\geq C_1 \left( \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4} \, dt + \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4} \, dt \right)$$

$$- \frac{1}{2} \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4} \, dt - \frac{1}{2} \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4} \, dt$$

(3.22)

$$\geq C_1 \left( \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4} \, dt + \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4} \, dt \right)$$

$$- \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau v(t)|^4} \, dt - \int_0^T \sqrt{1 + |\bar{\eta} D^n_\tau u(t)|^4} \, dt.$$
\[ \langle J'(u) - J'(v), u - v \rangle \geq \|u - v\|^2 > \frac{1}{2} \|u - v\|^2. \]

Moreover, the operator \( J' \) possesses the property of type (S)\(+\), that is

\[ u_n \rightharpoonup u \quad \text{and} \quad \limsup_{n \to +\infty} \langle J'(u_n) - J'(u), u_n - u \rangle \leq 0 \quad \text{implies} \quad u_n \to u. \]

Clearly, the strong monotonicity property implies that \( J' \) satisfies (S)\(+\).

Consequently, it suffices to prove the following fact

\[ \limsup_{n \to +\infty} \langle J'(u_n) - J'(u), u_n - u \rangle \leq 0. \]

Indeed, from (H1*) and the Hölder inequality, we get

\[ \left| \int_0^T f(t, u_n)(u_n - u) dt \right| \leq \int_0^T |f(t, u_n)||u_n - u| dt \leq C \int_0^T |1 + |u_n|^{q-1}|u_n - u| dt \leq 2C||1 + |u_n|^{q-1}||_{L^q} \|u_n - u\|_{L^q} \to 0, \]

as, \( n \to +\infty \), which implies that

\[ \lim_{n \to +\infty} \int_0^T f(t, u_n)(u_n - u) dt = 0. \]

On the other hand, by (3.7), one can get \( \langle \phi'(u_n), u_n \rangle = o(1) \), which implies that

\[ \langle \phi'(u_n), u_n - u \rangle \to 0, \quad \text{as} \quad n \to +\infty. \]

Combining (3.25) and (3.26), we have

\[ \langle J'(u_n), u_n - u \rangle = \lambda \int_0^T f(t, u_n)(u_n - u) dt + \langle \phi'(u_n), u_n - u \rangle \to 0, \]

as, \( n \to +\infty \). Therefore

\[ \limsup_{n \to +\infty} \langle J'(u_n) - J'(u), u_n - u \rangle \leq \limsup_{n \to +\infty} \langle J'(u_n), u_n - u \rangle \leq -\liminf_{n \to +\infty} \langle J'(u), u_n - u \rangle \leq 0. \]

Thus, (3.24) holds. Since \( J' \) is of type (S)\(+\), so we obtain \( u_n \to u \) in \( X^\alpha \). Hence, the functional \( \phi \) satisfies the (C) condition on \( X^\alpha \).

**Step 2.** We claim that \( \mathcal{C}_q(\phi, \infty) = 0 \).

To this end, we will prove that the functional \( \phi \) satisfies the (C) condition, and then we can obtain the value of \( \mathcal{C}_q(\phi, \infty) \). Suppose that \( S \) is the boundary
of the unit disc in $X^\alpha$, i.e., $S = \{u \in X^\alpha; \|u\| = 1\}$. Thus for $u \in S$, it follows from the condition (H2) and (3.1) that

$$
\varphi(xu) = \frac{1}{2} \int_0^T \left( \|D_t^\alpha xu(t)\|^2 + \sqrt{1 + \|D_t^\alpha xu(t)\|^4} \right) dt - \lambda \int_0^T F(t, xu(t)) dt
$$

$$
\leq \frac{1}{2} \int_0^T \left( \|D_t^\alpha xu(t)\|^2 + 1 + \|D_t^\alpha xu(t)\|^2 \right) dt - \lambda \int_0^T F(t, xu(t)) dt
$$

(3.27) \leq x^2 - \lambda C_2 x^2 \int_0^T |u(t)| dt + C_3 \to -\infty, \text{ as } t \to +\infty,

where $C_2$ and $C_3$ are positive constants. Choose

(3.28) \quad a < \min \left\{ \inf_{\|u\| \leq 1} \varphi(u), 0 \right\}.

So for any $u \in S$, there exists $x_0 > 1$ such that $\varphi(x_0 u) \leq a$. Thus it follows from (H3) that

(3.29) \quad f(t, u)u - 2F(t, u) \geq 0, \quad \forall (t, u) \in [0, T] \times \mathbb{R}.

Now, if

$$
\varphi(xu) = \frac{1}{2} \int_0^T \left( \|D_t^\alpha xu(t)\|^2 + \sqrt{1 + \|D_t^\alpha xu(t)\|^4} \right) dt - \lambda \int_0^T F(t, xu(t)) dt \leq a,
$$

(3.30) \quad \frac{d}{dx} \varphi(xu) = \int_0^T \left( x\|D_t^\alpha u(t)\|^2 + \frac{x^3\|D_t^\alpha u(t)\|^4}{\sqrt{1 + \|D_t^\alpha xu(t)\|^2}} \right) dt

$$
\leq \frac{1}{x} \int_0^T \left( \|D_t^\alpha xu(t)\|^2 + \frac{1 + \|D_t^\alpha xu(t)\|^4}{\sqrt{1 + \|D_t^\alpha xu(t)\|^2}} \right) dt
$$

$$
\leq \frac{1}{x} \int_0^T xu(t) f(t, xu(t)) dt
$$

then combined with (3.29) yields that
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\[
\frac{1}{\alpha} \left( \int_0^T (|\partial_t^\alpha x(t)|^2 + \sqrt{1 + |\partial_t^\alpha x(t)|^4}) dt \right)
\]

\[
- \lambda \int_0^T x(t)f(t, xu(t)) dt
\]

\[
\leq \frac{1}{\alpha} \left( 2\alpha + \lambda \int_0^T 2F(t, xu(t)) dt \right)
\]

\[
- \lambda \int_0^T x(t)f(t, xu(t)) dt
\]

\[
= \frac{1}{\alpha} \left( 2\alpha - \lambda \int_0^T (x(t)f(t, xu(t)) - 2F(t, xu(t))) dt \right)
\]

(3.31)

\[
\leq \frac{1}{\alpha} 2\alpha < 0.
\]

Hence, by the implicit function theorem, there exists a unique \( \chi \in C(S, \mathbb{R}) \) such that \( \varphi(\chi(u)) = a \).

It follows from a similar argument as in [16] that we can construct a strong deformation retract from \( X^\alpha \) to \( \varphi^\alpha \) and the function \( \chi \) that

\[
C_q(\varphi, \infty) = H_q(X^\alpha, \varphi^\alpha) \cong H_q(X^\alpha, X^\alpha \setminus \{0\}) \cong 0.
\]

Owing to condition (H4), the function 0 is a local minimizer of \( \varphi \). Thus, \( C_q(\varphi, 0) = \delta_{q,0} \mathbb{Z} \). Therefore, using Theorem 3.1, the problem (1.1) has at least one nontrivial solution in \( X^\alpha \). This completes the proof. \( \square \)

**Proof of Theorem 3.5.** Since \( X^\alpha \) is a separable Banach space, then there are \( \{e_j\} \subset X^\alpha \) and \( \{e_j^*\} \subset (X^\alpha)^* \) such that \( X^\alpha = \text{span}\{e_j : j = 1, 2, \ldots\} \), \( (X^\alpha)^* = \text{span}\{e_j^* : j = 1, 2, \ldots\} \) and

\[
\langle e_i^*, e_j \rangle = \begin{cases} 1, & i = j, \\ 0, & i \neq j. \end{cases}
\]

For convenience, we write \( X_j = \text{span}\{e_j\} \), \( Y_k = \bigoplus_{j=1}^k X_j \), and \( Z_k = \bigoplus_{j=k}^\infty X_j \).

Also, we know that \( \Phi \in C^1(X^\alpha, \mathbb{R}) \) is even. Let us prove that the functionals \( \Phi \) satisfy the required conditions in Theorem 3.2.

We firstly verify the condition (F2) in Theorem 3.2. Let

\[
\beta_k = \sup_{u \in Z_k, \|u\| = 1} \|u\|_{L^\alpha},
\]

then \( \beta_k \to 0 \) as \( k \to +\infty \). Obviously, \( 0 < \beta_{k+1} \leq \beta_k \), so we assume that \( \beta_k \to \beta \geq 0 \), as \( k \to +\infty \). For every \( k \geq 0 \), there exists \( u_k \in Z_k \) such that \( \|u_k\| = 1 \) and \( \|u_k\|_{L^\alpha} > \frac{\beta_k}{2} \). Then, up to a subsequence, we may assume that \( u_k \rightharpoonup u \) weakly in \( X^\alpha \). Noticing that \( Z_k \) is a closed subspace of \( X^\alpha \), by Mazur’s theorem, we have \( u \in Z_k \), for all \( k > \bar{n} \). Consequently, we get
$u \in \bigcap_{k=0}^{\infty} Z_k = \{0\}$, which implies $u_k \rightharpoonup 0$ weakly in $X$. So, we have $u_k \to 0$ in $L'(\mathbb{R}, \mathbb{R}^n)$. Thus we have proved that $\beta = 0$. Hence we get $\beta_k \to 0$.

We will prove that if $k$ is large enough, then there exist $\rho_k > r_k > 0$ such that

$$b_k = \inf_{u \in Z_k, \|u\| = r_k} \varphi(u) \to +\infty, \quad \text{as} \quad k \to \infty,$$

(3.32)

$$a_k = \max_{u \in Y_k, \|u\| = \rho_k} \varphi(u) \leq 0, \quad \text{as} \quad k \to \infty.$$  

In view of (H1*), for any $u \in Z_k$, $\|u\| = r_k = (qC\beta_k^q)^{\frac{1}{2q}}$, one can get

$$\varphi(u) = \frac{1}{2} \int_{0}^{T} \left( |\sigma D_t^{\alpha} u(t)|^2 + \sqrt{1 + |\sigma D_t^{\alpha} u(t)|^4} \right) dt - \lambda \int_{0}^{T} F(t, u(t))dt$$

$$\geq \frac{1}{2} \int_{0}^{T} \frac{|\sigma D_t^{\alpha} u(t)|^2 dt}{\lambda C} - \lambda C \int_{0}^{T} |u(t)|^q dt - \lambda c_1$$

$$= \frac{1}{2} \|u\|^2 - \lambda C \|u\|^q - \lambda c_1$$

$$\geq \frac{1}{2} \|u\|^2 - \lambda C \beta_k^q \|u\|^q - \lambda c_1$$

$$= \frac{1}{2} (qC\beta_k^q)^{\frac{2}{2q}} - \lambda C \beta_k^q (qC\beta_k^q)^{\frac{2q}{2q}} - \lambda c_1$$

(3.33)  

because $0 < \lambda < \frac{2}{2}, 2 < q$ and $\beta_k \to 0$.

We now verify the condition (F1) in Theorem 3.2. Since dim $Y_k < \infty$ and all norms of a finite-dimensional normed space are equivalent, there exists a constant $M_0 > 0$ such that

$$\|u\| \leq M_0 \|u\|_{L^\infty}, \quad \forall \ u \in Y_k.$$  

(H3*) implies that

$$F(t, u) \geq c_2 \|u\|_{L^\infty} - c_3.$$  

(3.35)

Then, for any $u \in Y_k$, in view of (3.34) and (3.35), one has

$$\varphi(u) = \frac{1}{2} \int_{0}^{T} \left( |\sigma D_t^{\alpha} u(t)|^2 + \sqrt{1 + |\sigma D_t^{\alpha} u(t)|^4} \right) dt - \lambda \int_{0}^{T} F(t, u(t))dt$$

$$= \frac{1}{2} \int_{0}^{T} \left( |\sigma D_t^{\alpha} u(t)|^2 + 1 + |\sigma D_t^{\alpha} u(t)|^2 \right) dt - \lambda c_2 \int_{0}^{T} |u(t)|^{\theta_1} dt - \lambda c_3 T$$

$$\leq \|u\|^2 - \lambda c_2 \|u\|_{L^\infty}^{\theta_1} - \lambda c_3 T + \frac{T}{2}$$

$$\leq \|u\|^2 - \lambda c_2 \frac{M_0^{\theta_1}}{M_0^{\theta_1}} \|u\|_{L^\infty}^{\theta_1} - \lambda c_3 T + \frac{T}{2}.$$
Hence, we can choose \( \|u\| = \rho_k \) large enough (\( \rho_k > r_k > 0 \)) such that
\[
a_k = \max_{u \in Y_k : \|u\| = \rho_k} \varphi(u) \leq 0.
\]

Finally, we prove that \( \varphi \) satisfies the Palais-Smale condition. Let \( \{u_n\}_{n \in \mathbb{N}} \subset X^\alpha \) be a Palais-Smale sequence, that is, \( \{\varphi(u_n)\}_{n \in \mathbb{N}} \) is bounded and \( \varphi'(u_n) \to 0 \) as \( n \to +\infty \). Then there exists a constant \( M_1 > 0 \) such that
\[
(3.36) \quad \|\varphi(u_n)\| \leq M_1, \quad \|\varphi'(u_n)\|_{(X^\alpha)^*} \leq M_1
\]
for every \( n \in \mathbb{N} \), where \( (X^\alpha)^* \) is the dual space of \( X^\alpha \).

We now prove that \( \{u_n\} \) is bounded in \( X^\alpha \).
\[
M_1 \geq \varphi(u_n) = \frac{1}{2} \int_0^T \left( |\mathcal{D}_t \alpha u_n(t)|^2 + \sqrt{1 + |\mathcal{D}_t \alpha u_n(t)|^4} \right) dt
\]
\[
- \lambda \int_0^T F(t, u_n(t)) dt
\]
\[
\geq \frac{1}{2} \int_0^T |\mathcal{D}_t \alpha u_n(t)|^2 dt - \lambda \int_0^T \frac{u_n(t)}{\theta_1} f(t, u_n(t)) dt - c
\]
\[
\geq \left( \frac{1}{2} - \frac{1}{\theta_1} \right) \int_0^T |\mathcal{D}_t \alpha u_n(t)|^2 dt
\]
\[
+ \frac{1}{\theta_1} \int_0^T \left[ |\mathcal{D}_t \alpha u_n(t)|^2 - \lambda u_n(t) f(t, u_n(t)) \right] dt - c
\]
\[
\geq \left( \frac{1}{2} - 1 \right) \|u_n\|^2
\]
\[
+ \frac{1}{\theta_1} \left[ \varphi'(u_n) u_n - \int_0^T \frac{|\mathcal{D}_t \alpha u_n(t)|^2}{\sqrt{1 + |\mathcal{D}_t \alpha u_n(t)|^4}} dt \right] - c
\]
\[
\geq \left( \frac{1}{2} - 1 \right) \|u_n\|^2 + \frac{1}{\theta_1} \|\varphi'(u_n)\| \|u_n\| - c.
\]
So, \( \{u_n\} \) is bounded, and by similar methods as in the proof of Theorem 3.4, \( \{u_n\} \) has a convergent subsequence. So \( \varphi \) satisfies the Palais-Smale condition. Therefore using Theorem 3.2, the problem (1.1) has infinite many solutions in \( X^\alpha \). The proof is completed.
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