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1. Introduction

In this paper we consider the equation

\[(P) \quad - \text{div}(K(x)\nabla u) = K(x)f(x, u), \quad x \in \mathbb{R}^N, \]

where \(f \in C(\mathbb{R}^N \times \mathbb{R}, \mathbb{R}), \ N \geq 3\) and \(K(x) := \exp(|x|^2/4)\). Note that equation (P) is equivalent to

\[(1.1) \quad - \Delta u - \frac{1}{2}(x \cdot \nabla u) = f(x, u). \]

This problem is closely related to the study of self-similar solutions for the heat equation as quoted in the works of Escobedo and Kavian [17] (see also [7,18–21,34,35]). In this direction, equations like (1.1) arise naturally when one seeks for solutions of the form \(w(t, x) := t^{-1/(p-2)}u(t^{-1/2}x)\) for the evolution equation

\[(1.2) \quad w_t - \Delta w = |w|^{p-2}w, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N. \]

Such self-similar solutions are global in time and often used to describe the large time behavior of global solutions to (1.2).
Using variational methods, Escobedo and Kavian \cite{EscobedoKavian17} considered the following equation
\begin{equation}
\Delta u - \frac{1}{2} (x \cdot \nabla u) = \lambda u + |u|^{q-2} u, \quad x \in \mathbb{R}^N,
\end{equation}
where $2 < q \leq 2^*$. For a long time, there were no results about this type of equation using variational methods. Until very recently, Furtado et al., \cite{Furtado21} studied the critical exponent case by using the concentration-compactness principle at infinity. Later, Furtado et al., \cite{Furtado19} established a Trudinger-Moser type inequality in a weighted Sobolev space. The inequality is applied in the study of a perturbed elliptic equation and the nonlinearity term has exponential critical growth and the perturbed term belongs to the dual of an appropriate function space. They proved that the problem has at least two weak solutions. Furthermore, Catrina et al. \cite{Catrina7}, Furtado et al. \cite{Furtado18} and Furtado et al. \cite{Furtado20} studied more general weight and Ohya \cite{Ohya34, Ohya35} studied the $p$-Laplacian case.

Motivated by the previous results, in this paper we want to study the ground state solutions of (P).

For the superlinear case, we give the following assumptions.

(S1) $f \in C(\mathbb{R}^N \times \mathbb{R}, \mathbb{R})$, for some $2 < p < 2^* = 2N/(N-2)$, $C > 0$, $|f(x,t)| \leq C(|t| + |t|^{p-1})$ for $(x,t) \in \mathbb{R}^N \times \mathbb{R}$ and $\lim_{t \to \infty} \frac{f(x,t)}{t} = +\infty$ uniformly in $x \in \mathbb{R}^N$.

(S2) $f(x,t) = o(t)$ as $t \to 0$, uniformly in $x \in \mathbb{R}^N$.

(S3) There exists $\theta > 1$ such that $\theta \mathcal{F}(x,t) \geq \mathcal{F}(x,st)$ for $(x,t) \in \mathbb{R}^N \times \mathbb{R}$ and $s \in [0,1]$, where $\mathcal{F}(x,t) = \int_0^t f(x,s)ds$ and $\mathcal{F}(x,t) = f(x,t)t - 2\mathcal{F}(x,t)$.

Now, we have the following theorem.

**Theorem 1.1.** Suppose conditions (S1)--(S3) hold, then problem (P) has a ground state solution.

**Remark 1.2.** In order to get ground state solution for superlinear equations, the following superlinear condition of Ambrosetti and Rabinowitz is assumed:

(AR) there is $\mu > 2$ such that $0 < \mu F(x,t) \leq tf(x,t)$ for $x \in \mathbb{R}^N$ and $t \neq 0$.

The role of (AR) is to ensure the boundedness of the Palais–Smale (PS) sequences of the functional corresponding to problem (P). However, many functions which are superlinear at infinity do not satisfy condition (AR) for any $\mu > 2$. In fact, (AR) implies that $F(x,t) \geq C|t|^\mu$ for some $C > 0$. For example, the superlinear function
\[
f(x,t) = t \log(1 + |t|)
\]
does not satisfy (AR). However, it satisfies our condition (S1)--(S3).

The mountain pass solution has the least energy for the corresponding functional (minimizing the functional on the Nehari manifold $\mathcal{N}$). Instead of minimizing the functional on the Nehari manifold $\mathcal{N}$, we will prove our result by
a mountain pass type argument. A crucial step is to prove that some kind of almost critical sequence is bounded. We adopt a technique developed in [23] to show that any Cerami sequence is bounded. Finally, we show the existence of ground states by using a technique of Jeanjean and Tanaka [24].

For the asymptotically linear case, we assume

(H1) $f \in C([0, \infty) \times \mathbb{R}, \mathbb{R})$, $f(x, 0) = 0$, $f(x, t) \equiv 0$ for all $t \leq 0$ and all $x \in \mathbb{R}^N$.

(H2) $\limsup_{t \to 0^+} \frac{f(x, t)}{t} < \lambda_1 < \liminf_{t \to +\infty} \frac{f(x, t)}{t} < +\infty$, uniformly in $x \in \mathbb{R}^N$, where $\lambda_1 = \inf \{ \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx : u \in H^1(\mathbb{R}^N), \int_{\mathbb{R}^N} K(x)u^2 dx = 1 \}$ and $K(x) := \exp(|x|^2/4)$.

Then we can obtain the following theorem.

**Theorem 1.3.** Assume that (H1) and (H2) hold. Then problem (P) admits a positive ground state solution.

The paper is organized as follows. In Section 2, we introduce a variational setting of the problem and present some preliminary results. In Section 3, we apply a variant version of the Mountain Pass Theorem to prove the existence of ground state solutions of (P).

### 2. Preliminaries

We shall denote by $X$ the completion of $C_c^\infty(\mathbb{R}^N)$ with respect to the norm

$$
\|u\| := \left( \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx \right)^{1/2},
$$

which is induced by the inner product

$$(u, v) := \int_{\mathbb{R}^N} K(x)(\nabla u \cdot \nabla v)dx.$$

For each $q \in [2, 2^*)$ we denote by $L^q_K(\mathbb{R}^N)$ the following space

$$L^q_K(\mathbb{R}^N) := \left\{ u \text{ is measurable in } \mathbb{R}^N : \|u\|_q := \left( \int_{\mathbb{R}^N} K(x)|u|^q dx \right)^{1/q} < \infty \right\}.$$  

Due to the rapid decay at infinity of the functions belonging to $X$, we have the following embedding result proved in [17].

**Proposition 2.1.** The embedding $X \hookrightarrow L^q_K$ is continuous for all $q \in [2, 2^*)$ and it is compact for all $q \in [2, 2^*)$.

By using the above result, we can prove that the functional $I(u) : X \to \mathbb{R}$ given by

$$I(u) = \frac{1}{2} \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx - \int_{\mathbb{R}^N} K(x)F(x, u) dx,$$

...
is well defined. Standard calculations and Proposition 2.1 show that \( I \in C^1(X, \mathbb{R}) \) and the derivative of \( I \) at the point \( u \) is given by

\[
\langle I'(u), v \rangle = \int_{\mathbb{R}^N} K(x) \nabla u \cdot \nabla v dx - \int_{\mathbb{R}^N} K(x) f(x, u) v dx,
\]

for any \( v \in X \). Hence, the critical points of \( I \) are precisely the weak solutions of problem (\( P \)). We remark that the compactness of the embedding \( X \hookrightarrow L^2_{K} \) and standard spectral theory for self-adjoint compact operators shows that the linear problem

\[
(\mathcal{L}P) \quad - \text{div}(K(x) \nabla u) = \lambda K(x) u, \quad x \in \mathbb{R}^N,
\]

has a sequence of positive eigenvalues \( (\lambda_n)_{n \in \mathbb{N}} \) such that \( \lim_{n \to +\infty} \lambda_n = +\infty \).

More precisely, we have the following lemma.

**Lemma 2.2.** Let

\[
\lambda_1 = \inf \left\{ \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx : u \in H^1(\mathbb{R}^N), \int_{\mathbb{R}^N} K(x)u^2 dx = 1 \right\}
\]

be an eigenvalue of the operator \(-\Delta(K(x))u\) and there exists a corresponding eigenfunction \( \phi_1(x) \) with \( \phi_1(x) > 0 \) for all \( x \in \mathbb{R}^N \).

We recall that a sequence \( \{u_n\} \subset X \) is said to be a \((C)_c\)-sequence if \( I(u_n) \to c \) and \((1 + \|u_n\|)I'(u_n) \to 0\). The functional \( I \) is said to satisfy the \((C)_c\)-condition if any \((C)_c\)-sequence of \( I \) has a convergent subsequence. To obtain a nonzero critical point of the functional \( I \), we need a variant version of the Mountain Pass Theorem as follows.

**Theorem 2.3** ([38]). Let \( X \) be a real Banach space with its dual space \( X^* \). Suppose that \( I \in C^1(X, \mathbb{R}) \) satisfies

\[
\max\{I(0), I(e)\} \leq \eta_1 < \eta_2 = \inf_{\|u\| = \rho} I(u),
\]

for some \( \eta_1, \eta_2, \rho > 0 \), and \( e \in X \) with \( \|e\| > \rho \). Define

\[
c = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} I(\gamma(t)),
\]

where \( \Gamma = \{ \gamma \in C([0, 1], X) : \gamma(0) = 0, \gamma(1) = e \} \). If \( I \) satisfies the \((C)_c\)-condition, then \( c \) is a critical value of \( I \).

3. Proof of theorems

3.1. Proof of Theorem 1.1. As an obvious consequence of (S1) and (S2), we have the following lemma.

**Lemma 3.1.** There exists \( r > 0 \) and \( \varphi \in X \) such that \( \|\varphi\| > r \) and

\[
b := \inf_{\|u\| = r} I(u) > I(0) = 0 \geq I(\varphi).
\]
Remark 3.2. In fact, (S2) implies that as $u \to 0$ we have
\[
\langle I'(u), u \rangle = \|u\|^2 + o(\|u\|^2), \quad I(u) = \frac{1}{2}\|u\|^2 + o(\|u\|^2).
\]

Therefore, it is also easy to see that:

(i) There exists $\rho_0 > 0$ such that $\|u\| \geq \rho_0$, where $u$ is any nontrivial critical point of $I$.

(ii) For any $c > 0$, there exists $\rho_c > 0$ such that if $I(u_n) \to c$, then $\|u_n\| \geq \rho_c$.

By Lemma 3.1 we see that $I$ has a mountain pass geometry: that is, setting
\[
\Gamma = \{\gamma \in (C[0,1],X) : \gamma(0) = 0 \text{ and } I(\gamma(1)) < 0\},
\]
we have $\Gamma \neq \emptyset$. By a special version of the Mountain Pass theorem (see [16]), for the mountain pass level
\[
(3.2) \quad c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t)),
\]
there exists a $(C)_c$ sequence $\{u_n\}$ for $I$. Moreover, by (3.1) we see that $c > 0$.

Next, we show that this $(C)_c$ sequence is bounded. Before that, we deduce from (S3) that
\[
\mathcal{F}(x,t) := f(x,t)t - 2F(x,t) \geq 0, \text{ for all } (x,t) \in \mathbb{R}^N \times \mathbb{R}.
\]

Actually, let $s = 0$ in (S3), we can get this conclusion easily.

Now we are ready to prove the following lemma.

Lemma 3.3. Suppose that (S1), (S2) and (S3) hold, and let $c \in \mathbb{R}$. Then any $(C)_c$ sequence of $I$ is bounded.

Proof. Let $\{u_n\}$ be a $(C)_c$ sequence of $I$. If $\{u_n\}$ is unbounded, up to a subsequence we may assume that
\[
I(u_n) \to c, \quad \|u_n\| \to \infty, \quad \|I'(u_n)\|\|u_n\| \to 0.
\]

In particular,
\[
(3.3) \quad \lim_{n \to \infty} \int_{\mathbb{R}^N} K(x) \left( \frac{1}{2} f(x,u_n)u_n - F(x,u_n) \right) dx = \lim_{n \to \infty} \left( I(u_n) - \frac{1}{2} \langle I'(u_n), u_n \rangle \right) = c.
\]

Let $v_n = \|u_n\|^{-1} u_n$, then $\{v_n\}$ is bounded in $X$, and there exists $v \in X$ such that, passing to a subsequence if necessary,
\[
(3.4) \quad v_n \to v \text{ in } X,
\]
\[
(3.4) \quad v_n \to v \text{ in } L^q_K(\mathbb{R}^N) \quad \forall q \in [2,2^*),
\]
\[
v_n(x) \to v(x) \text{ for a.e. } x \in \mathbb{R}^N.
\]
If \( v(x) \neq 0 \) we have \( |u_n(x)| \to +\infty \), and using (S1) we obtain

\[
(3.5) \quad \frac{F(x, u_n(x))}{|u_n|^2} |v_n|^2 \to +\infty.
\]

The set \( \Theta = \{ x \in \mathbb{R}^N : v(x) \neq 0 \} \) has positive Lebesgue measure, using (3.5) we have

\[
\frac{1}{2} - \frac{c + o(1)}{|u_n|^2} = \int_{\mathbb{R}^N} \frac{K(x)F(x, u_n)}{|u_n|^2} \, dx \geq \int_{\Theta} \frac{K(x)F(x, u_n)}{|u_n|^2} |v_n|^2 \, dx \to +\infty,
\]

which is impossible.

If \( v(x) = 0 \), we shall derive a contradiction as follow. Given a real number \( R > 0 \), by (S1) and (S2), for any \( \varepsilon > 0 \), there exists \( C_\varepsilon > 0 \) such that

\[
(3.6) \quad |F(x, Rt)| \leq \varepsilon |t|^2 + C_\varepsilon |t|^p,
\]

we can get that,

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} K(x) |F(x, Rv_n)| \, dx \leq \limsup_{n \to \infty} \left( \varepsilon \|v_n\|_2^2 + C_\varepsilon \|v_n\|_p^p \right).
\]

By (3.4), we deduce

\[
(3.7) \quad \lim_{n \to \infty} \int_{\mathbb{R}^N} K(x)F(x, Rv_n) \, dx = 0.
\]

As in [23], we choose a sequence \( \{t_n\} \subset [0, 1] \) such that

\[
(3.8) \quad I(t_n u_n) = \max_{t \in [0, 1]} I(t u_n).
\]

Given \( l > 0 \), since for \( n \) large enough we have \( \sqrt{4l} \|u_n\|^{-1} \in (0, 1) \), using (3.7) with \( R = \sqrt{4l} \), we obtain

\[
(3.9) \quad I(t_n u_n) \geq I((4l)^{1/2} v_n) = 2l - \int_{\mathbb{R}^N} K(x)F(x, (4l)^{1/2} v_n) \, dx \geq l.
\]

That is, \( I(t_n u_n) \to +\infty \). But \( I(0) = 0, I(u_n) \to c \), using (3.8) we see that \( t_n \in (0, 1) \), and

\[
\int_{\mathbb{R}^N} K(x)|\nabla(t_n u_n)|^2 \, dx - \int_{\mathbb{R}^N} K(x)f(x, t_n u_n) t_n u_n \, dx = \langle I'(t_n u_n), t_n u_n \rangle
\]

\[
= t_n \frac{d}{dt} \bigg|_{t=t_n} I(t u_n) = 0.
\]
Now, by assumption (S3), we have
\[
\int_{\mathbb{R}^N} K(x) \left( \frac{1}{2} f(x, u_n) u_n - F(x, u_n) \right) \, dx \\
\geq \int_{\mathbb{R}^N} K(x) \left( \frac{1}{2} f(x, t_nu_n) t_n u_n - F(x, t_nu_n) \right) \, dx \\
= \frac{1}{\theta} \left( \frac{1}{2} \int_{\mathbb{R}^N} K(x) |\nabla (t_n u_n)|^2 \, dx - \int_{\mathbb{R}^N} K(x) F(x, t_nu_n) \, dx \right) \\
= \frac{1}{\theta} I(t_n u_n) \rightarrow +\infty.
\]
This contradicts (3.3). Therefore we have proved that \( \{u_n\} \) is bounded. \( \square \)

**Proof of Theorem 1.1.** We use the standard argument (see e.g. [1] for the case that (AR) holds) to show that \( (P) \) has a nontrivial solution \( u \). Using the technique in the proof [24, Theorem 4.5], we show that problem \( (P) \) has a ground state. Letting
\begin{equation}
(3.10) \quad m = \inf \{ I(u) : u \in X \setminus \{0\} \text{ and } I'(u) = 0 \}.
\end{equation}
Assume that \( u \) is an arbitrary critical point of \( I \). Since (S3) implies
\begin{equation}
(3.11) \quad F(x, t) \geq 0, \quad \text{for all } (x, t) \in \mathbb{R}^N \times \mathbb{R},
\end{equation}
we deduce
\begin{equation}
(3.12) \quad I(u) = I(u) - \frac{1}{2} \langle I'(u), u \rangle = \frac{1}{2} \int_{\mathbb{R}^N} K(x) F(x, u) \, dx \geq 0,
\end{equation}
and \( m \geq 0 \). Therefore \( 0 \leq m \leq I(u) < +\infty \). Let \( \{u_n\} \) be a sequence of nontrivial critical points of \( I \) such that \( I(u_n) \to m \). According to Remark 3.2(i) we see that
\begin{equation}
(3.13) \quad \|u_n\| \geq \rho_0
\end{equation}
for some \( \rho_0 > 0 \). Since \( u_n \) is critical point, we also have
\[
(1 + \|u_n\|) \|I'(u_n)\| \to 0.
\]
Thus \( \{u_n\} \) is a Cerami sequence at the level \( m \). By Lemma 3.3, \( \{u_n\} \) is bounded in \( X \). Up to a subsequence \( \{u_n\} \) (still denoted by \( \{u_n\} \)) converges weakly to some \( u \), a critical point of \( I \). Moreover, using (3.11) and applying Fatou's lemma, we deduce
\[
I(u) = I(u) - \frac{1}{2} \langle I'(u), u \rangle = \frac{1}{2} \int_{\mathbb{R}^N} K(x) F(x, u) \, dx \\
\leq \liminf_{n \to \infty} \frac{1}{2} \int_{\mathbb{R}^N} K(x) F(x, u_n) \, dx \\
= \liminf_{n \to \infty} \left( I(u_n) - \frac{1}{2} \langle I'(u_n), u_n \rangle \right) = m.
\]
Therefore, \( u \) is a nontrivial critical point of \( I \) with \( I(u) = m \). Now, Theorem 1.1 is proved. \( \square \)

3.2. **Proof of Theorem 1.3.** First, we show that the functional \( I \) has the mountain pass geometry.

**Lemma 3.4.** Under the conditions of Theorem 1.3, we have

(i) There exist \( \rho, \delta > 0 \) such that \( I(u) \geq \delta, \forall u \in X \) with \( \|u\| = \rho \).

(ii) There exists \( e \in X \) with \( \|e\| > \rho \) such that \( I(e) < 0 \).

**Proof.** (i) By (H1), (H2), there exist \( C_0 > 0 \) such that

\[
f(x, t) \leq (\lambda_1 - \delta_0)t + C_0 t^{2^* - 1}, \quad \forall x \in \mathbb{R}^N, \forall t \geq 0,
\]

which implies that

\[
2F(x, t) \leq (\lambda_1 - \delta_0)t^2 + C_0 t^{2^*}, \quad \forall x \in \mathbb{R}^N, \forall t \geq 0.
\]

Then we get

\[
I(u) = \frac{1}{2} \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx - \int_{\mathbb{R}^N} K(x)F(x, u)dx \\
\geq \frac{1}{2} \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx - \frac{\lambda_1 - \delta_0}{2} \int_{\mathbb{R}^N} K(x)u^2 dx - C_0 \int_{\mathbb{R}^N} K(x)u^{2^*} dx \\
\geq \frac{1}{2} \left( 1 - \frac{\lambda_1 - \delta_0}{\lambda_1} \right) \int_{\mathbb{R}^N} K(x)|\nabla u|^2 dx - C_0 \int_{\mathbb{R}^N} K(x)u^{2^*} dx \\
\geq \frac{\delta_0}{2\lambda_1} \|u\|^2 - \frac{C_0}{S^{\frac{2^*}{2^*}}} \|u\|^{\frac{2N}{N-2}} \\
= \frac{\delta_0}{2\lambda_1} \|u\|^2 \left[ 1 - \frac{2\lambda_1 C_0}{\delta_0 S^{\frac{2^*}{2^*}}} \|u\|^{\frac{2N}{N-2}} \right].
\]

It is not difficult to see that there exists sufficiently small \( \rho > 0 \) such that

\( I(u) \geq \delta, \; \forall u \in X \) with \( \|u\| = \rho \).

(ii) Using (H2), there exist \( \delta_1, M_1 > 0 \) such that

\[
2F(x, t) \geq (\lambda_1 + \delta_1)t^2, \quad \forall x \in \mathbb{R}^N, \forall t \geq M_1.
\]

Take \( R_1 > 0 \) large enough such that

\[
\|\phi_1\|_{L^2(B_{R_1})}^2 \geq \frac{\lambda_1 + \frac{1}{2}\delta_1}{\lambda_1 + \delta_1} \|\phi_1\|^2.
\]

Since \( \phi_1(x) > 0 \) in \( \mathbb{R}^N \), there exists \( t_1 > 0 \) such that

\[
t_1 \phi_1(x) > M_1, \quad \forall |x| \leq R_1.
\]
Then, by (3.15), (3.16) and Lemma 2.2, we can see that, for \( t \geq t_1 \),

\[
I(t\phi_1) = \frac{t^2}{2} \int_{\mathbb{R}^N} K(x)\nabla \phi_1^2 dx - \int_{\mathbb{R}^N} K(x)F(x, t\phi_1)dx
\]

\[
= \frac{t^2}{2} \lambda_1 ||\phi_1||_2^2 - \int_{B_{R_1}} K(x)F(x, t\phi_1)dx - \int_{B_{R_1}} K(x)F(x, t\phi_1)dx
\]

\[
\leq \frac{t^2}{2} \lambda_1 ||\phi_1||_2^2 - \frac{t^2}{2} (\lambda_1 + \delta_1) \int_{B_{R_1}} \phi_1^2 dx
\]

\[
\leq -\frac{t^2}{4} \delta_1 ||\phi_1||_2^2.
\]

Take \( e = \tilde{t}\phi_1 \) with \( \tilde{t} > t_1 \). It is easily seen that \( I(e) < 0 \). \( \square \)

To obtain critical points of the functional \( I \), we need to show that \( I \) satisfies the \((C)_c\)-condition.

**Lemma 3.5.** Assume that (H1) and (H2) hold. Then the functional \( I \) satisfies the \((C)_c\)-condition for any \( c \in \mathbb{R} \).

**Proof.** Let \( \{u_n\} \subset X \) such that

\[
(3.17) \quad I(u_n) \to c, \quad (1 + ||u_n||) ||I'(u_n)|| \to 0.
\]

We assume by contradiction that \( ||u_n|| \to \infty \). Set \( w_n = \frac{u_n}{||u_n||} \). Then \( ||w_n|| = 1 \), and there exists \( w_0 \in X \) such that, passing to a subsequence if necessary,

\[
w_n \to w_0 \text{ in } X,
\]

\[
w_n \to w_0 \text{ in } L^2_{K}(\mathbb{R}^N),
\]

\[
w_n(x) \to w_0(x) \text{ for a.e. } x \in \mathbb{R}^N.
\]

We claim that \( w_0(x) \neq 0 \). In fact, if not, we assume that \( w_0(x) \equiv 0 \), that is, \( w_n \to 0 \) in \( L^2_{K}(\mathbb{R}^N) \). From (3.17) and (H1) it follows that

\[
o(1) = \frac{\langle I'(u_n), u_n \rangle}{||u_n||}
\]

\[
= \int_{\mathbb{R}^N} K(x)\nabla w_n^2 dx - \int_{\mathbb{R}^N} K(x)\frac{f(x,u_n)}{||u_n||} w_n dx
\]

\[
= 1 - \int_{\mathbb{R}^N} K(x)\frac{f(x,u_n)}{||u_n||} w_n^2 dx
\]

\[
\to 1,
\]
Taking \( w_n^- (x) = \max \{-w_n(x), 0\} \) as test function, using (3.17) again we get

\[
o(1) = \frac{\langle I'(u_n), w_n^- \rangle}{\|u_n\|} = \int_{\mathbb{R}^N} K(x) \nabla (w_n^-)^2 dx + \int_{\mathbb{R}^N} K(x) \frac{f(x, u_n)}{\|u_n\|} w_n^- dx = \|w_n^-\|^2 + \int_{\mathbb{R}^N} K(x) \frac{f(x, u_n)}{\|u_n\|} (w_n^-)^2 dx.
\]

From (H1) it follows that \( w_n^- (x) = o(1) \). Then we have \( w_0^- (x) = 0 \) for a.e. \( x \in \mathbb{R}^N \) and thus \( w_0 (x) \geq 0 \) and \( w_0 (x) \neq 0 \).

Define

\[
\Omega_1 = \{ x \in \mathbb{R}^N : w_0(x) = 0 \}, \quad \Omega_2 = \{ x \in \mathbb{R}^N : w_0(x) > 0 \}.
\]

If \( x \in \Omega_1 \), using (H1), (H2), there exists \( C_1 > 0 \) such that

\[
0 \leq \frac{f(x, t)}{t} \leq C_1, \quad \forall x \in \mathbb{R}^N, \forall t \in \mathbb{R},
\]

which implies that

\[
\frac{|f(x, u_n(x))|}{\|u_n\|} = \frac{f(x, u_n(x))}{u_n(x)} u_n(x) \leq C_1 |w_n(x)| \to 0 \text{ for a.e. } x \in \Omega_1.
\]

Then we have

\[
\frac{f(x, u_n(x))}{\|u_n\|} \to 0 = (\lambda_1 + \delta_1) w_0(x) \text{ for a.e. } x \in \Omega_1,
\]

where \( \delta_1 \) is taken as in (3.15). If \( x \in \Omega_2 \), then \( u_n(x) = w_n(x) \|u_n\| \to +\infty \).

Using (H2) we get

\[
\lim_{n \to +\infty} \frac{f(x, u_n(x))}{\|u_n\|} = \lim_{n \to +\infty} \frac{f(x, u_n(x))}{u_n(x)} = (\lambda_1 + \delta_1) w_0(x) \text{ for a.e. } x \in \Omega_2.
\]

In view of \( w_n \rightharpoonup w_0 \) in \( X \), it follows that \( \int_{\mathbb{R}^N} w_n \phi_1 dx \to \int_{\mathbb{R}^N} w_0 \phi_1 dx \). By (3.17) and Lemma 2.2, we have

\[
o(1) = \frac{\langle I'(u_n), \phi_1 \rangle}{\|u_n\|} = \int_{\mathbb{R}^N} K(x) \nabla w_n \cdot \nabla \phi_1 dx - \int_{\mathbb{R}^N} K(x) \frac{f(x, u_n)}{\|u_n\|} \phi_1 dx = \lambda_1 \int_{\mathbb{R}^N} w_n \phi_1 dx - \int_{\mathbb{R}^N} K(x) \frac{f(x, u_n)}{u_n} w_n \phi_1 dx.
\]

Then, from (3.19), (3.20) and Fatou’s lemma, it follows that

\[
\lambda_1 \int_{\mathbb{R}^N} w_0 \phi_1 dx \geq (\lambda_1 + \delta_1) \int_{\mathbb{R}^N} w_0 \phi_1 dx.
\]
Since $\phi_1(x) > 0$ and $w_0 \geq 0$, $w_0 \neq 0$, it follows that $\int_{\mathbb{R}^N} w_0 \phi_1 dx > 0$. Thus $\lambda_1 \geq \lambda_1 + \delta_1$, a contradiction. This shows that $\{u_n\}$ is bounded in $X$. Thus there exists $u_0 \in X$ such that, passing to a subsequence if necessary,
\[
    u_n \to u_0 \quad \text{in} \quad X,
\]
\[
    u_n \to u_0 \quad \text{in} \quad L^2(R^N),
\]
\[
    u_n(x) \to u_0(x) \quad \text{for a.e.} \quad x \in \mathbb{R}^N.
\]
Together with (H1), (H2), it is not difficult to obtain that
\[
    \int_{\mathbb{R}^N} K(x)f(x,u_n)(u_n - u_0)dx = o(1).
\]
Noting that $(I'(u_n),u_n - u_0) \to 0$, it follows that
\[
    \|u_n - u_0\|^2 = \int_{\mathbb{R}^N} K(x)f(x,u_n)(u_n - u_0)dx + o(1) = o(1),
\]
which implies that $u_n \to u_0$ in $X$. This completes the proof.

**Proof of Theorem 1.3.** Set $\mathcal{M} = \{u \in X \setminus \{0\} : I'(u) = 0\}$. By Lemmas 3.5, 3.4 and Theorem 2.3, it is easy to obtain a nontrivial critical point $u_0$ of $I$, which implies that $\mathcal{M} \neq \emptyset$. We claim that
\[
    \eta = \inf\{u \in X \setminus \{0\} : u \in \mathcal{M}\} > 0.
\]
Assume by contradiction that there is a sequence $u_n \subset X \setminus \{0\}$ with $\|u_n\| \to 0$ such that $I'(u_n) = 0$, which implies that $\|u_n\|^2 = \int_{\mathbb{R}^N} K(x)f(x,u_n)u_n dx$. As shown in Lemma 3.4, there exists $C_1 > 0$ such that
\[
    \|u_n\|^2 \leq \frac{\lambda_1 - \delta_0}{\lambda_1} \|u_n\|^2 + C_1 \|u_n\|^{2^*}.
\]
Then we can obtain a contradiction and thus the claim is right.

Now we shall show that $I$ is bounded from below on $\mathcal{M}$. Indeed, if not, there exists a sequence $\{u_n\} \subset \mathcal{M}$ such that $I(u_n) < -n$, $\forall n \in \mathbb{N}$. Using (3.14), we can get that $I(u) \geq \frac{\delta_0}{2\lambda_1} \|u\|^2 - C_2 \|u\|^{2^*}$ for some $C_2 > 0$, which implies that $\|u_n\| \to +\infty$. Note that $(1 + \|u_n\|)\|I'(u_n)\| = 0$ for all $u_n \in \mathcal{M}$. As in the proof of Lemma 3.5, we can obtain that $\{u_n\}$ is bounded in $X$, which is a contradiction. Thus $I$ is bounded from below on $\mathcal{M}$. Define
\[
    c_{\min} = \inf\{I(u) : u \in \mathcal{M}\}.
\]
Clearly, $c_{\min} \leq I(u_0)$. Let $\{u_n\} \subset \mathcal{M}$ be a minimizing sequence for $c_{\min}$, i.e., $I(u_n) \to c_{\min}$ and $I'(u_n) = 0$. Then $\{u_n\}$ is a $(C)_{c_{\min}}$ sequence. Together with Lemmas 3.5, $\{u_n\}$ is bounded in $X$ and it has a convergence subsequence, still denoted by $\{u_n\}$, such that $u_n \to \hat{u}$ in $X$. Thus, $\hat{u}$ in $X$ is a nontrivial critical point of $I$ with $I(\hat{u}) = c_{\min} > 0$ and hence $\hat{u}$ is a ground state solution of (P).  \qed
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