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Abstract. We study connected orientable spacelike hypersurfaces $x : M^n \to M_{q}^{n+1}(c)$, isometrically immersed into the Riemannian or Lorentzian space forms of curvature $c = -1, 0, 1$, and index $q = 0, 1$, satisfying the condition $L_k x = Ax + b$, where $L_k$ is the linearized operator of the $(k + 1)$th mean curvature $H_{k+1}$ of the hypersurface for a fixed integer $0 \leq k < n$, $A$ is a constant matrix and $b$ is a constant vector. We show that the only hypersurfaces satisfying that condition are hypersurfaces with zero $H_{k+1}$ and constant $H_k$ (when $c \neq 0$), open pieces of totally umbilic hypersurfaces and open pieces of the standard Riemannian product of two totally umbilic hypersurfaces.

1. Introduction

In 1966, Takahashi [11] determined the $n$-dimensional submanifolds isometrically immersed into the Euclidean space $\mathbb{R}^{n+m}$ whose position vector field was an eigenvector of the Laplace operator $\Delta$ with the same eigenvalue. Many people generalized this result in different directions (see [2–5, 8, 9]). As is well-known, the Laplace operator of a hypersurface $M^n \subset \mathbb{R}^{n+1}$ arises naturally as the linearized operator of the first variation of the mean curvature for normal variations of $M^n$. As such, $\Delta$ is
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the first one of a sequence of \( n \) operators, \( L_0 = \Delta, L_1 = \Box, \ldots, L_{n-1} \), where \( L_k \) is the linearized operator of the first variation of the \((k+1)\)th mean curvature arising from normal variations of the hypersurface. The operator \( \Box \) was introduced in [7]. Based on this background, Alias et al. ([3–5]) considered hypersurfaces in space forms whose position vector fields satisfies the general condition \( L_kx = Ax + b \), where \( A \) and \( b \) are as specified in the abstract.

In [4], hypersurfaces in the Euclidean space \( \mathbb{R}^{n+1} \), satisfying the condition \( L_kx = Ax + b \), are characterized, where \( A \in \mathbb{R}^{(n+1)\times(n+1)} \) and \( b \in \mathbb{R}^{n+1} \). This work is generalized in [5] to the hypersurfaces in the Riemannian space forms \( S^{n+1}_q \) and \( H^{n+1}_q \), satisfying \( L_kx = Ax + b \), for a self-adjoint matrix \( A \) and a vector \( b \). Here, we extend the result of [4] and [5] to spacelike hypersurfaces in the Riemannian or Lorentzian space forms \( \mathbb{R}^{n+1}_q, \mathbb{S}^{n+1}_q \) and \( \mathbb{H}^{n+1}_q \), with \( q = 0,1 \), whose position vector \( x \) satisfies the condition \( L_kx = Ax + b \), \( A \) and \( b \) are as specified in the abstract.

Our main results are theorems 1.1 - 1.5 below. We should emphasize that in [5], \( A \) is self-adjoint, but here, we have managed to omit this restricting condition. One of main ingredients of the proof of our result is Lemma 3.3. Its proof is based on the moving frame method, and is completely different from that of Lemma 4.1 in [5]. Here are our new results.

**Theorem 1.1.** Let \( M^n(n > 2) \) be a connected orientable spacelike hypersurface isometrically immersed into the (pseudo-)Euclidean space by the map \( x : M^n \to \mathbb{R}^{n+1}_q \), where \( q = 0 \) or \( 1 \). Then, \( x \) satisfies the condition \( L_kx = Ax + b \), for an integer \( 0 \leq k < n \), a matrix \( A \in M(n+1, \mathbb{R}) \) and a non-zero vector \( b \in \mathbb{R}^{n+1} \), if and only if \( M^n \) is an open piece of one of the following hypersurfaces:

(i) A \( k \)-minimal hypersurface;
(ii) \( S^n(c) \), if \( q = 0 \) (\( H^n(-c) \), if \( q = 1 \)), where \( c > 0 \);
(iii) \( S^m(c) \times \mathbb{R}^{n-m} \), if \( q = 0 \) (\( H^m(-c) \times \mathbb{R}^{n-m} \), if \( q = 1 \)), where \( c > 0 \) and \( k < m < n \).

**Theorem 1.2.** Let \( M^n(n > 2) \) be a connected orientable spacelike hypersurface isometrically immersed into the (pseudo-)sphere by the map \( x : M^n \to S^{n+1}_q \subset \mathbb{R}^{n+2}_q \), where \( q = 0,1 \), and assume that \( H_k \) (i.e. the \( k \)-th mean curvature of \( M^n \)) is constant on \( M \). Then, \( x \) satisfies the condition \( L_kx = Ax + b \), for an integer \( 0 \leq k < n \), \( A \in M(n+2, \mathbb{R}) \) and a non-zero vector \( b \in \mathbb{R}^{n+2} \), if and only if \( M^n \) is an open piece of one of the following hypersurfaces:
Spacelike hypersurfaces

(i) $S^n(r)$, for some $0 < r < 1$, if $q = 0$ ($r > 1$, if $q = 1$);
(ii) $\mathbb{R}^n$ or $\mathbb{H}^n(-r)$, for some $r > 0$, if $q = 1$.

Theorem 1.3. Let $M^n(n > 2)$ be a connected orientable spacelike hypersurface isometrically immersed into the (pseudo-)hyperbolic space by the map $x: M^n \rightarrow \mathbb{H}^{n+1}_q \subset \mathbb{R}^{n+2}_q$, where $q = 0$ or 1, and assume that $H_k$ is constant on $M$. Then, $x$ satisfies the condition $L_kx = Ax + b$, for $k, A, b$ as in Theorem 1.2, if and only if $M^n$ is an open piece of one of the following hypersurfaces:
(i) $\mathbb{H}^n(-r)$, for some $r > 1$, if $q = 0$ ($0 < r < 1$ if $q = 1$);
(ii) $\mathbb{R}^n$, or $S^n(r)$, for some $r > 0$ if $q = 0$.

Theorem 1.4. Let $M^n(n > 2)$ be a connected orientable spacelike hypersurface isometrically immersed into the (pseudo-)sphere by the map $x: M^n \rightarrow S^{n+1}_q \subset \mathbb{R}^{n+2}_q$, where $q = 0$ or 1. Then, $x$ satisfies the condition $L_kx = Ax$, for $k, A$ as in Theorem 1.2, if and only if $M^n$ is an open piece of one of the following hypersurfaces:
(i) A hypersurface with zero $H_{k+1}$ and constant $H_k$;
(ii) $S^m(\sqrt{1 - r^2}) \times S^{n-m}(r)$, where $0 < r < 1$ and $0 < m < n$, if $q = 0$;
(iii) $H^m(-\sqrt{r^2 - 1}) \times S^{n-m}(r)$, where $r > 1$ and $0 < m < n$, if $q = 1$.

Theorem 1.5. Let $M^n(n > 2)$ be a connected orientable spacelike hypersurface isometrically immersed into the (pseudo-)hyperbolic space by $x: M^n \rightarrow \mathbb{H}^{n+1}_q \subset \mathbb{R}^{n+2}_q$, where $q = 0$ or 1. Then, $x$ satisfies the condition $L_kx = Ax$, for $k, A$ as in Theorem 1.2, if and only if $M^n$ is an open piece of one of the following hypersurfaces:
(i) A hypersurface with zero $H_{k+1}$ and constant $H_k$;
(ii) $H^m(-\sqrt{1 + r^2}) \times S^{n-m}(r)$, where $r > 0$ and $0 < m < n$, if $q = 0$;
(iii) $H^m(-\sqrt{1 - r^2}) \times H^{n-m}(-r)$, where $0 < r < 1$ and $0 < m < n$, if $q = 1$.

2. Preliminaries

Here, we recall some basic preliminaries from [4, 5] and [10]. By $\mathbb{R}^m_p$, we mean the vector space $\mathbb{R}^m$ with the scalar product,

$$< x, y > := -\Sigma_{i=1}^p x_i y_i + \Sigma_{j>p} x_j y_j,$$

where $0 \leq p < m$. Specially, $\mathbb{R}_0^m = \mathbb{R}^m$, and $\mathbb{R}_1^m$ is the Minkowski space. For $r > 0$ and $q = 0, 1$, $S^{n+1}_q(r) = \{ y \in \mathbb{R}^{n+2}_q | < y, y >= r^2 \}$ denotes the (pseudo-)sphere or the de Sitter space of radius $r$ and curvature
1/r^2, and \( \mathbb{H}^{n+1}_q(-r) = \{ y \in \mathbb{R}^{n+1}_{q+1} \mid < y, y > = -r^2 \} \) denotes the (pseudo-)hyperbolic space or the anti-de Sitter space of radius \( r \) and curvature \(-1/r^2\). The simply connected space form \( \mathbb{M}^{n+1}_q(c) \) of curvature \( c \) and index \( q \) is \( \mathbb{R}^{n+1}_q \), for \( c = 0 \), \( \mathbb{S}^{n+1}_q = \mathbb{S}^{n+1}(1) \), for \( c = 1 \) (with induced metric from \( \mathbb{R}^{n+2} \)), and \( \mathbb{H}^{n+1}_q = \mathbb{H}^{n+1}_q(-1) \), for \( c = -1 \) (with inherited metric from \( \mathbb{R}^{n+2}_q \)). When \( q = 0 \), we take a component of \( H^n_0 \). For an immersed hypersurface \( x : M^n \to \mathbb{M}^{n+1}_q(c) \), the symbols \( \nabla \) and \( \bar{\nabla} \) denote the Levi-Civita connections on \( M^n \) and \( \mathbb{M}^{n+1}_q(c) \), respectively. Furthermore, \( \nabla^0 \) denotes the Levi-Civita connection on \( \mathbb{R}^{n+2}_q \) or \( \mathbb{R}^{n+2}_q \).

The Weingarten formula for a spacelike hypersurface \( x : M^n \to \mathbb{M}^{n+1}_q(c) \) is \( \bar{\nabla}_V W = \nabla_V W - \epsilon < SV, W > N \), for \( V, W \in \chi(M) \), where \( \epsilon = 2q - 1 \), \( q \in \{0, 1\} \) and \( S \) is the shape operator of \( M \) associated to a unit normal vector field \( N \) on \( M \) with \( < N, N > = -\epsilon \). Furthermore, in the case \( |c| = 1 \), \( \mathbb{M}^{n+1}_q(c) \) is a hyperquadric, in \( \mathbb{R}^{n+2}_q \) or \( \mathbb{R}^{n+2}_q \), with the unit normal vector field \( x \) and the Gauss formula \( \nabla^0_V W = \bar{\nabla}_V W - c < V, W > x \).

So, we have

\[
(2.1) \quad \nabla^0_V W = \nabla_V W - \epsilon < SV, W > N - c < V, W > x, \forall V, W \in \chi(M).
\]

Since \( M \) is spacelike, \( S \) can be diagonalized. Denote its eigenvalues (the principal curvatures of \( M \)) by the functions \( \kappa_1, \ldots, \kappa_n \) on \( M \), define the elementary symmetric function as

\[
s_j := \sum_{1 \leq i_1 < \ldots < i_j \leq n} \kappa_{i_1} \ldots \kappa_{i_j},
\]

and the \( j \)th mean curvature of \( M \) by \( \binom{n}{j} H_j = (-\epsilon)^j s_j \), as (5.19) in [1].

The hypersurface \( M^n \) in \( \mathbb{R}^{n+1} \) is called \( j \)-minimal, if its \((j + 1)\)th mean curvature \( H_{j+1} \) is identically zero.

In particular, \( H_1 = -\epsilon (1/n) tr(S) \) and \( H = H_1 N \) are respectively the mean curvature and the mean curvature vector of \( M \). In general, \( H_j \) is extrinsic (respectively, intrinsic), when \( j \) is an odd (respectively, even) number, since the sign of \( H_j \) depends on the chosen orientation only in the odd case.

For a spacelike hypersurface \( M \) in the space form \( \mathbb{M}^{n+1}_q(c) \), we introduce, as (4) in [6], the Newton transformations \( P_j : \chi(M) \to \chi(M) \), associated with the shape operator \( S \) of \( M \), inductively by

\[
P_0 = I, \quad P_j = (-\epsilon)^j s_j I + \epsilon S \circ P_{j-1}, \quad (j = 1, \ldots, n),
\]
where $I$ is the identity on $\chi(M)$. One can see that $P_j$ has an explicit formula, $P_j = (-\epsilon)^j \sum_{i=0}^j (-1)^i s_{j-i} S^i = \sum_{i=0}^j (\begin{smallmatrix} n \\ j \end{smallmatrix}) \epsilon^i H_{j-i} S^i$, where $H_0 = 1$ and $S^0 = I$. According to the characteristic polynomial of $S$, $Q_S(t) = det(tI - S) = \sum_{i=0}^n (-1)^{n-i} s_{n-i} t^i$, the Cayley-Hamilton theorem gives $P_n = 0$.

Using the explicit formula of $P_j$, one can see that it is self-adjoint and commutes with $S$. Therefore, $S(p)$ and $P_j(p)$ are simultaneously diagonalizable at each point $p \in M$. Let $e_1, ..., e_n$ be a local orthonormal tangent frame on $M$ that diagonalizes $S$ and $P_j$ as $S e_i = \kappa_i e_i$ and $P_j e_i = \mu_{i,j} e_i$, for $i = 1, 2, ..., n$, where $\mu_{i,j} = (-\epsilon)^j \sum_{k_{i_1} < ... < k_j, \ k_{i_1} \neq i} \kappa_{i_1} \ldots \kappa_{i_j}$, (for $j = 0, 1, ..., n - 1$). Using this and the useful identity

$$\epsilon \kappa_i \mu_{i,j} = \mu_{i,j+1} - (-\epsilon)^{j+1} s_{j+1} = \mu_{i,j+1} - (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) H_{j+1},$$

and the notation $c_j = (n-j) (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) = (j+1) (\begin{smallmatrix} n \\ j+1 \end{smallmatrix})$, the following properties of $P_k$ may be obtained easily:

$$tr(P_j) = (-\epsilon)^j (n-j) s_j = c_j H_j,$$

$$tr(S \circ P_j) = (-\epsilon)^j (j+1) s_{j+1} = -\epsilon c_j H_{j+1},$$

$$tr(S^2 \circ P_j) = (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) \left[ n H_1 H_{j+1} - (n - j - 1) H_{j+2} \right],$$

$$tr(P_j \circ \nabla_X S) = -\epsilon (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) < grad(H_{j+1}), X >, \ \forall X \in \chi(M).$$

By Corollary 34 in [10], page 115, $\nabla S$ is symmetric. Then, from the last equation, we obtain

$$\sum_{i=1}^n (\nabla e_i S)(P_{j-1} e_i) = -\epsilon (\begin{smallmatrix} n \\ j \end{smallmatrix}) grad(H_j).$$

The **linearized operator** $L_j : C^\infty(M) \to C^\infty(M)$ of the $(j+1)$th mean curvature of $M$ is defined by $L_j(f) := tr(P_j \circ \nabla^2 f)$, where $\nabla^2 f$ is given by $< \nabla^2 f(X), Y > = Hess(f)(X,Y)$.

For an spacelike hypersurface $x : M^n \to \mathbb{M}_q^{n+1}(c) \subset \mathbb{R}_q^{n+1+|c|}$, where $c \in \{-1, 0, 1\}$, $t := q + (1/2)(|c| - c)$ and $q \in \{0, 1\}$, with a (locally) unit normal vector field $\mathbf{N}$, from [1] and [4–6], we have $grad < x, a > = a^T$ and $grad < \mathbf{N}, a > = -Sa^T$, for every $a \in \mathbb{R}_q^{n+1+|c|}$, and also

$$\epsilon L_j \mathbf{N} = (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) grad(H_{j+1}) + (\begin{smallmatrix} n \\ j+1 \end{smallmatrix}) [n H_1 H_{j+1} - (n - j - 1) H_{j+2}] \mathbf{N} - c c_j H_{j+1} x,$$

and

$$L_j x = c_j H_{j+1} \mathbf{N} - c c_j H_{j} x, \ (for \ j = 0, ..., n - 1).$$
Now, let the isometric immersion $x : M^n \rightarrow M_{q}^{n+1}(c)$ satisfy $L_k x = Ax + b$, for an integer $0 < k < n$, a matrix $A \in M(n + 1 + |c|, \mathbb{R})$ and a vector $b \in \mathbb{R}^{n+1+|c|}$. Then, for $i = 1, \ldots, n$, we have

\begin{align*}
(2.7) \quad & A e_i = -c_k (\kappa_i H_{k+1} + c H_k) e_i + c_k < \text{grad}(H_{k+1}), e_i > N \\
& -c_k < \text{grad}(H_k), e_i > x,
\end{align*}

\begin{align*}
(2.8) \quad & H_{k+1} A N = +\epsilon (k_{k+1}) H_{k+1} \text{grad}(H_{k+1}) - 2(P_k \circ S) (\text{grad}(H_{k+1})) \\
& - 2c p_k \text{grad}(H_k) - c H_k b^T - c [\epsilon c_k H_{k+1}^2 + c H_k < b, x > + L_k H_k] x \\
& \quad + \epsilon \{ (\frac{k_{k+1}}{k_{k+1}}) H_{k+1} | n H_1 H_{k+1} -(n-k-1) H_{k+2} | c H_k < b, N > + \epsilon L_k H_{k+1} \} N,
\end{align*}

\begin{align*}
(2.9) \quad & (c \chi < c_k \text{grad}(H_k) - b^T, X > Y - c_k \text{grad}(H_k) - b^T, Y > X).
\end{align*}

To get formulae (2.7) - (2.9), as in [5], one can get

\begin{align*}
AX = -c_k [H_{k+1} X - \text{grad}(H_{k+1}), X > N + c H_k X + c < \nabla H_k, X > x],
\end{align*}

which gives (2.7). One may obtain (2.8), similar to (18) in [5]. Finally, we have easily $< AX, Y > = < X, A Y >$, for every $X, Y \in \chi(M)$, which, by covariant derivation, gives

\begin{align*}
< A \nabla_2^0 X, Y > + < AX, \nabla_2^0 Y > = < \nabla_2^0 X, A Y > + < X, A \nabla_2^0 Y >.
\end{align*}

This, by using (2.1), (2.6) and the symmetry of $S$, gives (2.9).

3. Main results

In order to prove theorems 1.1 - 1.5, we state the following auxiliary lemma.

**Lemma 3.1.** Let $x : M^n \rightarrow M_{q}^{n+1}(c)$ (where $n \geq 3$) be a connected hypersurface satisfying $L_k x = Ax + b$, for $A, b$ as in Theorem 1.2 and integers $0 < k < n$, $c \in \{-1, 0, 1\}$, $q \in \{0, 1\}$. Let $\{e_1, \ldots, e_n\}$ be the local orthonormal tangent frame of principal directions on $M$. Define $U := \{ p \in M | H_{k+1}(p) \neq 0 \}$, $\omega_{ij}(e_i) := < \nabla e_i, e_j >$ and

\begin{align*}
\Omega_{ij} := \epsilon \kappa_j \left( \frac{H_{k+1} H_{k+1} - (k + 4)(\frac{n}{k+1})}{H_{k+1}} \right) < \text{grad}(H_{k+1}), e_i > \\
+ c(2 \epsilon H_{k+1} - c_k) < \text{grad}(H_k), e_i > + c(\epsilon + \frac{\kappa_i H_k}{H_{k+1}}) < b, e_i >.
\end{align*}

Then, on $U$, for every $i, j, l \in \{1, \ldots, n\}$, where $i \neq l$, we have

(i) $< \kappa_i \text{grad}(H_{k+1}) + c \text{grad}(H_k), e_i > = -H_{k+1} < \text{grad}(\kappa_i), e_i >;$
(ii) \( \omega_{il}(e_i)(\kappa_i - \kappa_l)H_{k+1} = < \kappa_i \text{grad}(H_{k+1}) + c \text{grad}(H_k), e_i >; \)

(iii) \( \omega_{ij}(e_l)(\kappa_i - \kappa_j)H_{k+1} = 0, \) when \( i, j \) and \( l \) are mutually different;

(iv) \( \Omega_{i,l} = 0; \)

(v) \( \mu_{i,j} < \text{grad}(\kappa_i), e_i > = -\epsilon(n_{j+1}) < \text{grad}(H_{j+1}), e_i > - \epsilon \left( \frac{j}{k+1}H_{i+1}^{k+1} + \frac{\mu_{i,j+1}}{H_{k+1}} \right) < \text{grad}(H_{k+1}), e_i > + \frac{c}{H_{k+1}}(c_j H_j - \mu_{i,j}) < \text{grad}(H_k), e_i >; \)

(vi) If \( b, e_i > = 0, \) then

\[
H_{k+1} < \text{grad}(\kappa_i), e_i > = -\kappa_i \left( \frac{2k-1}{k+1} + \frac{2\mu_{i,k+1}}{c_k H_{k+1}} \right) < \text{grad}(H_{k+1}), e_i > - 2c \left( \frac{k}{k+1} + \frac{\mu_{i,k+1}}{c_k H_{k+1}} \right) < \text{grad}(H_k), e_i >. 
\]

Proof. (i)–(iii): Using the local orthonormal tangent frame field \( \{e_1, \ldots, e_n\} \) of principal directions on \( M \), we compute both sides of the equation

\[
< \nabla^{0}_{e_i}(A e_i), e_j >= < A \nabla^{0}_{e_i} e_i, e_j >
\]

on \( U \), for \( i, l, j \in \{1, \ldots, n\} \). Assume that \( i \neq l \) and recall that \( \nabla^{0}_{e_l} x = e_l \), \( \nabla^{0}_{e_i} N = -\kappa_l e_l \), \( \nabla^{0}_{e_i} e_i = \nabla^{0}_{e_l} e_i - \kappa_l \delta_{il} N - c \delta_{il} x = \sum_{j=1}^{n} \omega_{ij}(e_i) e_j \) to easily have \( \omega_{ij}(e_i) = -\omega_{ji}(e_l) \).

Using (2.7), by a computation, we obtain

\[
< \nabla^{0}_{e_i}(A e_i), e_j > = -c_k \delta_{ij} < \kappa_l \text{grad}(H_{k+1}) + c \text{grad}(H_k), e_i >
\]

\[
- c_k \delta_{ij} < \text{grad}(\kappa_i H_{k+1} + c H_k), e_i > = -c_k (\kappa_i H_{k+1} + c H_k) \omega_{ij}(e_l).
\]

On the other hand, using (2.7), we get

\[
< A \nabla^{0}_{e_i} e_i, e_j > = -c_k \omega_{ij}(e_l)(\kappa_j H_{k+1} + c H_k).
\]

When \( j = i \), we have \( \omega_{ij} = 0 \) and since \( i \neq l \), we have \( j \neq l \) and \( \delta_{ij} = 0 \). By comparing equations (3.1) and (3.2), we get (i) when \( j = i \), (ii) when \( j = l \) and (iii) when \( i, j, l \) are mutually different.

(iv): Equation (2.9) for \( X = e_i, Y = e_l, \) when \( i \neq l \), gives

\[
(< A e_i, N > - < A N, e_i >) \kappa_l - c e < c_k \text{grad}(H_k) - b^T, e_i > = 0,
\]

which by (2.2), (2.7), (2.8) and \( < N, N > = -\epsilon \) gives (iv).

(v): By applying (2.5) and \( P_j e_m = \mu_{m,j} e_l \), we get

\[
\sum_{m=1}^{n} \mu_{m,j}(\nabla_{e_m} S)e_m = -\epsilon(n_{j+1}) < \text{grad}(H_{j+1}).
\]

But, for every \( i, m \) we have

\[
< (\nabla_{e_m} S)e_m, e_i >= < \nabla_{e_m}(S e_m) - S \nabla_{e_m} e_m, e_i >
\]
\[ = \langle \nabla (\kappa_m), e_m \rangle > \delta_i^m + (\kappa_m - \kappa_i) \omega_{mi}(e_m), \]
from which we obtain
\[ \mu_{i,j} < \nabla (\kappa_i), e_i > = -\epsilon_i^{(n)} < \nabla (H_{j+1}), e_i > - \sum_{l=1}^n \mu_{l,j}(\kappa_l - \kappa_i) \omega_{li}(e_l). \]

Then, by (i) and (iii), we get
\[ (3.3) \quad \mu_{i,j} < \nabla (\kappa_i), e_i > = -\epsilon_i^{(n)} < \nabla (H_{j+1}), e_i > + \sum_{l=1, l \neq i}^n \frac{\mu_{l,j}}{H_{k+1}} < \kappa_l \nabla (H_{k+1}) + c \nabla (H_k), e_i >. \]

On the other hand, by (2.2) and (2.4), we have the identity
\[ \sum_{l=1, l \neq i}^n \kappa_l \mu_{l,j} = -\epsilon_i \left( j^{(n)}_{j+1} H_{j+1} + \mu_{i,j+1} \right). \]
Using this identity and (2.3), the result can be obtained from (3.3).

(vi): Similar to (i) - (iii), by the identity \[ A \nabla _{e_i} e_i - \nabla _{e_i} (A e_i), e_i > = 0, (2.7), (2.8) and (2.2), we get
\[ c_k H_{k+1} < \nabla (\kappa_i), e_i > + 2c \left( k^{(n)}_{k+1} + \frac{\mu_{i,k+1}}{H_{k+1}} \right) < \nabla (H_k), e_i > + \kappa_i \left( 2k - 1 \right) \left( \frac{n^{(n)}_{k+1}}{H_{k+1}} + 2 \frac{\mu_{i,k+1}}{H_{k+1}} \right) < \nabla (H_{k+1}), e_i > = 0, \]
which gives the result. \( \square \)

The next lemma is similar to Lemma 5 in [4].

**Lemma 3.2.** Let \( x : M^n \rightarrow \mathbb{R}^n+1, q \in \{0, 1\}, \) be an orientable connected spacelike hypersurface in the Euclidean or Minkowski space satisfying
\[ L_k x = Ax + b, k, A, b \text{ as in Theorem 1.1}. \] Then, \( H_{k+1} \) is constant on \( M. \)

**Proof.** The case \( k = 0 \) is obtained by Proposition 3.2 in [3]. The proof of the case \( k \geq 1 \) is exactly similar to that of Lemma 5 in [4]. \( \square \)

The following key lemma, which is the essential ingredient of the proofs of theorems 1.2 - 1.5, generalizes Lemma 4.1 of [5]. In the lemma, the range of \( x \) is \( M_q^{n+1}(c), \) for \( q = 0, 1 \) and \( A \) is an arbitrary matrix. Our proof is completely different from that of Lemma 4.1 of [5].
Lemma 3.3. Let \( n \geq 3, 0 < k < n \) and \( x: M^n \rightarrow M^{n+1}_y(c) \subset \mathbb{R}^{n+2} \) be an orientable connected spacelike hypersurface satisfying \( L_k x = Ax + b \), where \( q \in \{0, 1\}, c \in \{-1, 1\}, t := q + (1/2)(|c| - c) \) and \( A, b \) as in Theorem 1.2. Then,

(i) \( H_k \) is constant if and only if \( H_{k+1} \) is constant.

(ii) If \( b = 0 \), then \( H_k \) and \( H_{k+1} \) are constant.

Proof. (i) Assume that \( H_k \) is constant on \( M \). It is enough to show that \( H_{k+1} \) is constant on the open subset \( V = \{p \in M | H_{k+1}(p) \neq 0\} \).

Using the local orthonormal tangent frame field \( \{e_1, ..., e_n\} \) of principal directions on \( M \), we show that

\[
V_i = \{p \in V | <\nabla(H_{k+1}), e_i >_p \neq 0\} = \emptyset, \text{ (for } i = 1, 2, ..., n).\]

For each \( i \), we take \( J_i := \{1, ..., n\} - \{i\} \) and write \( V_i \) as

\[
V_i = W_{i,1} \cup W_{i,2} \cup W_{i,3},
\]

where \( \cup \) is the disjoint union and

\[
W_{i,1} = \{p \in V_i | \exists l \in J_i, \kappa_l(p) = \kappa_i(p)\},
\]

\[
W_{i,2} = \{p \in V_i | \forall j \in J_i, (\kappa_j(p) \neq \kappa_i(p)) \wedge \exists l \in J_i, \kappa_j(p) = \kappa_l(p)\},
\]

\[
W_{i,3} = V_i - W_{i,1} \cup W_{i,2}.
\]

For any \( i, 1 \leq i \leq n \), in three steps we prove that \( W_{i,1} = W_{i,2} = W_{i,3} = \emptyset \).

Step 1 (\( W_{i,1} = \emptyset \)): If \( W_{i,1} \neq \emptyset \), at each point \( p \in W_{i,1} \), there exists an \( l \in J_i \) such that \( \kappa_l(p) = \kappa_i(p) \), and by Lemma 3.1 (ii), \( \kappa_l(p) = \kappa_i(p) = 0 \).

Then, by Lemma 3.1 (iv), \( <b, e_i> = 0 \). Since \( H_{k+1} \neq 0 \), one may choose \( j \in J_i - \{l\} \) such that \( \kappa_j(p) \neq 0 \). By Lemma 3.1 (iv), we get

\[
\kappa_j(p) \left( (k + 4)(n_{k+1}) - 2 \frac{\mu_{i,k+1}(p)}{H_{k+1}(p)} \right) <\nabla H_{k+1}, e_i >_p = 0.
\]

So, on \( W_{i,1} \), \( \mu_{i,k+1} = (2 + \frac{k}{2})(n_{k+1})H_{k+1} \). On the other hand, as \( \kappa_i = 0 \), by (2.2), \( \mu_{i,k+1} = (n_{k+1})H_{k+1} \). Hence, we get \( H_{k+1} = 0 \), which is a contradiction. Hence, \( W_{i,1} = \emptyset \).

Step 2 (\( W_{i,2} = \emptyset \)): If \( W_{i,2} \neq \emptyset \), at each point \( p \in W_{i,2} \), for every \( j \in J_i \), there exists \( l \in J_i \) such that \( \kappa_l(p) \neq \kappa_j(p) \) and \( \kappa_i(p) \) are mutually distinct. By Lemma 3.1 (iv), \( \Omega_{i,j} = \Omega_{i,l} = 0 \), which gives \( <b, e_i> = 0 \),
and \( \mu_{i,k+1}(p) = (2 + \frac{k}{2}) \binom{n}{k+1} H_{k+1}(p) \). Then, by Lemma 3.1 (v), for \( j = k \), we get

\[(3.7) \quad \mu_i \theta_i = -3 \epsilon (1 + \frac{k}{2}) \binom{n}{k+1} H_{k+1}(p). \]

These equations and (2.2) give that

\[(3.8) \quad \theta_i = -3 \epsilon \frac{\kappa_i}{H_{k+1}}. \]

On the other hand, by Lemma 3.1(v), for \( j = k - 1 \), we get

\[ \mu_{i,k-1} \theta_i = -\epsilon \frac{H_{k+1}}{H_{k+1}} ((k-1) \binom{n}{k} H_k + \mu_{i,k}), \]

from which, by (2.2), (3.7) and (3.8), we get

\[(3.9) \quad H_k \kappa_i = \frac{(n-k) \epsilon}{k+1} H_{k+1}, \]

which, by covariant derivation on the open set \( W_{i,2} \), gives

\[(3.10) \quad < \text{grad}(H_{k+1}), e_i > = \frac{k+1}{(n-k) \epsilon} H_k < \text{grad}(\kappa_i), e_i >. \]

Then, \( \theta_i = \frac{(n-k) \epsilon}{(k+1) H_k} \), which by (3.8) and (3.9), we get \( H_{k+1} = 0 \). This is a contradiction, and hence \( W_{i,2} = \emptyset \). So, \( V_i = W_{i,3} \).

Step 3 \( (W_{i,3} = \emptyset) \): If \( W_{i,3} \neq \emptyset \), on which, we have for all \( l, j \in J_i \), \( \kappa_l = \kappa_j \) and \( \kappa_j \neq \kappa_i \), then, for each \( m \),

\[(3.11) \quad \mu_{i,m} = (-\epsilon)^m \binom{n-1}{m} \kappa_j^m. \]

Lemma 3.1 (v), for \( j = k \), jointly with (2.2) and (3.11), give

\[(3.12) \quad H_{k+1} \theta_i = \frac{(k+2)(n-k-1)}{k+1} \kappa_j + (k+1) \kappa_i. \]

Similarly, from Lemma 3.1 (v), for \( j = k - 1 \), (2.2) and (3.11), we obtain

\( H_{k+1} \theta_i = (n-k) \kappa_j + (k-1) \kappa_i \), which, comparing with (3.12), gives

\[(3.13) \quad \kappa_i = (1 - \frac{n}{2k+2}) \kappa_j. \]

Using (2.2), (3.11) and (3.13), we get

\( H_k = \frac{1}{2} (-\epsilon \kappa_j)^k, H_{k+1} = \frac{1}{2} (-\epsilon \kappa_j)^{k+1}. \)

These equations imply that \( \kappa_j \) and \( H_{k+1} \) are constant on the open set \( V_i = W_{i,3} \). This is a contradiction, and hence \( V_i = W_{i,3} = \emptyset \).

Therefore, \( H_{k+1} \) is constant on \( V \), and by continuity of \( H_{k+1} \) on \( M \), it is constant on \( M \).
Conversely, assume that $H_{k+1}$ is constant on $M$. In order to prove that $\text{grad}(H_k) = 0$ on $V = \{p \in M \mid H_k(p) \neq 0\}$, we show that

$$V_i = \{p \in V \mid <\text{grad}(H_k), e_i>_{\cdot p} \neq 0\} = \emptyset \ (\text{for} \ i = 1, 2, \ldots, n).$$

If $H_{k+1} = 0$, then by Lemma 3 (ii), $\text{grad}(H_k) = 0$ on $V$, and the proof is complete. Assume that $H_{k+1} \neq 0$. For any $i$, $1 \leq i \leq n$, we take $V_i = W_{i,1} \cup W_{i,2} \cup W_{i,3}$, where the $W_{i,j}$ are as in (3.4) - (3.6). The claim is that $W_{i,1} = W_{i,2} = W_{i,3} = \emptyset$. For any $i$, $1 \leq i \leq n$, we prove the claim in the following steps.

**Step 1** ($W_{i,1} = \emptyset$): If $W_{i,1} \neq \emptyset$, at each point $p \in W_{i,1}$ there exists an $l \in J_i$ such that $\kappa_l(p) = \kappa_i(p)$. So, by Lemma 3 (ii), we obtain $<\text{grad}(H_k), e_i> = 0$ on $W_{i,1}$, which is a contradiction. Hence, $W_{i,1} = \emptyset$.

**Step 2** ($W_{i,2} = \emptyset$): If $W_{i,2} \neq \emptyset$, at each point $p \in W_{i,2}$, by definition, for every $j \in J_i$, there exists an $l \in J_i$ such that $\kappa_l(p)$, $\kappa_j(p)$ and $\kappa_i(p)$ are mutually distinct. By Lemma 3 (iv), $\Omega_{i,j} = \Omega_{i,l} = 0$, which gives $c_k <\text{grad}(H_k), e_i>_{\cdot p} = <b, e_i>_{\cdot p}$, and

$$(3.14) \quad \mu_{i,k}(p) = \frac{1}{2} c_k H_k(p).$$

Now, by Lemma 3.1 (v), for $j = k$, we have

$$(3.15) \quad \mu_{i,k}(\psi_i + \frac{c}{H_{k+1}}) = cc_k \frac{H_k}{H_{k+1}}, \ (\text{where} \ \psi_i = <\text{grad}(\kappa_i), e_i> <\text{grad}(H_k), e_i>).$$

From these equations, we get $\psi_i = -3 \frac{c}{H_{k+1}} \neq 0$ on $W_{i,2}$. Also, by Lemma 3.1 (v), when $j = k - 1$, we have

$$(3.16) \quad \mu_{i,k-1}(\psi_i + \frac{c}{H_{k+1}}) = \binom{n}{k}(-\epsilon + c \frac{H_{k-1}}{H_{k+1}}),$$

which, using (2.2) and (3.15), we get

$$(3.17) \quad H_k(\psi_i - (n - k - 1) \frac{c}{H_{k+1}}) = \kappa_i(1 - cc_k \frac{H_{k-1}}{H_{k+1}}).$$

Similarly, one may obtain that for every $j \in J_i$,

$$c_k <\text{grad}(H_k), e_j> = <b, e_j>,$$

and $$(\mu_{j,k} + \frac{1}{2} c_k H_k(p)) <\text{grad}(H_k), e_j> = 0.$$ If $<b, e_j>_{\cdot p} \neq 0$, for some $j \in J_i$ and $p \in W_{i,2}$, then $\psi_i(p) = \psi_j(p) = -3 \frac{c}{H_{k+1}}$. Also, with the assumption $<b, e_j>_{\cdot p} \neq 0$, as (3.17), one can
obtain
\begin{equation}
H_k(\psi_j - (n-k-1)\frac{c}{H_{k+1}}) = \kappa_j(1 - c\epsilon k\frac{H_{k-1}}{H_{k+1}}).
\end{equation}

Then, by (3.17) and (3.18), we get $(\kappa_i - \kappa_j)(1 - c\epsilon k\frac{H_{k-1}}{H_{k+1}}) = 0$, and hence $H_{k+1} = c\epsilon kH_{k-1}$. As a result, by (3.17), $H_k(p) = 0$, which is a contradiction. So, $c\epsilon < \text{grad}(H_k), e_j \geq 0$, on $W_{i,2}$, for all $j \in J_i$.

By (2.7), $A\epsilon_j = -c\epsilon (\kappa_j H_{k+1} + cH_k)e_j$ and $\kappa_j H_{k+1} + cH_k$ is constant on the open set $W_{i,2}$, for all $j \in J_i$, and so is $d_{ij} = \kappa_i - \kappa_j$, for every pair $j,l \in J_i$. Then, for a fixed $j \in J_i$ and for every $l \in J_i$ we have $\kappa_i = d_{ij} + \kappa_j$. So, by (3.14), $H_k$ has a polynomial expression in terms of $\kappa_j$, and consequently $\kappa_j H_{k+1} + cH_k$ is a polynomial in $\kappa_j$ and constant on $W_{i,2}$. Therefore, $\kappa_j$ and $H_k$ are constant on $W_{i,2}$. This is a contradiction, and hence $W_{i,2} = \emptyset$.

**Step 3** ($W_{i,3} = \emptyset$): Assume that $V_i = W_{i,3} \neq \emptyset$. On $W_{i,3}$, by definition, we have for all $l,j \in J_i$, $\kappa_l = \kappa_j \neq \kappa_i$, and, $\mu_{l,m} = \mu_{j,m}$, for $m = 0, 1, ..., n - 1$. We also get the formulas (3.11), (3.15) and (3.16).

From (2.2), (3.15) and (3.11), we obtain

\begin{equation}
H_{k+1}\psi_i = c(n-k-1) + c\epsilon k \frac{\kappa_i}{\kappa_j}.
\end{equation}

Similarly, from (2.2), (3.16) and (3.11), the following formula holds:

\begin{equation}
H_{k+1}\psi_i = -\frac{c}{k}[(n-k-1)\kappa_j^2 + (k+1)\kappa_i\kappa_j] + c(n-k) + c(k-1)\frac{\kappa_i}{\kappa_j}.
\end{equation}

Comparing (3.19) and (3.20), we get $\kappa_i = \frac{c\epsilon k\kappa_j - c(n-k-1)\kappa_j^3}{c(k+1)\kappa_j}$. By (2.2), one may express $H_k$ and $H_{k+1}$ in terms of $\kappa_j$. As $H_{k+1}$ is a constant, $\kappa_j$ satisfies a polynomial equation. So, $\kappa_j$ and $H_k$ are constant on the open set $V_i = W_{i,3}$. This is a contradiction. Hence, $V_i = W_{i,3} = \emptyset$.

Therefore, $H_k$ is constant on $V_i$ and by continuity, it is constant on $M$.

(ii) Assume that $b = 0$. By (i), it is enough to prove that $H_{k+1}$ is constant on $M$. We take $V$ and $V_i$ as in (i), and show that $V_i = \emptyset$, for $i = 1, 2, ..., n$. Taking $V_i = W_{i,1} \cup W_{i,2} \cup W_{i,3}$, where the $W_{i,j} (1 \leq j \leq 3)$ are as in (3.4)–(3.6), we claim that $W_{i,1} = W_{i,2} = W_{i,3} = \emptyset$, and prove it in the following steps. **Step 1** ($W_{i,1} = \emptyset$): If $W_{i,1} \neq \emptyset$, then at each point $p \in W_{i,1}$, there exists an $l \in J_i$ such that $\kappa_l(p) = \kappa_i(p)$. By Lemma 3.1 (ii), we get $\kappa_l(p) < \text{grad}(H_{k+1}), e_i \geq -c < \text{grad}(H_k), e_i \geq p$, which by Lemma 3.1 (iv) and (2.2), we have $< \text{grad}(H_k), e_i \geq p = 0$. 

Then, \( \kappa_j(p) = \kappa_l(p) = 0 \). So, applying Lemma 3.1 (iv), for every \( j \in J_i \), we have

\[
\kappa_j( (k + 4)(\frac{n}{(k+1)}) - 2\mu_{i,k+1}\frac{H_{k+1}}{H_{k+1}} < \nabla H_{k+1}, e_i >= 0,
\]

and hence \( \mu_{i,k+1} = (2 + \frac{k}{2})\frac{n}{(k+1)}H_{k+1} \) on \( W_{i,1} \). Also, since \( \kappa_i = 0 \), by (2.2), we get \( \mu_{i,k+1} = (\frac{n}{(k+1)}H_{k+1} \). As a result, we get a contradiction as \( (1 + \frac{k}{2})\frac{n}{(k+1)}H_{k+1} = 0 \). So, \( W_{i,1} = \emptyset \).

Step 2 \( (W_{i,2} = \emptyset) \): If \( W_{i,2} \neq \emptyset \), at each point \( p \in W_{i,2} \), for every \( j \in J_i \), there exists an \( l \in J_i \), such that \( \kappa_l(p) \), \( \kappa_j(p) \) and \( \kappa_i(p) \) are mutually distinct. Then, by Lemma 3.1 (iv), we have \( \Omega_{i,j} = \Omega_{k,l} = 0 \), which gives \( < \text{grad}(H_k), e_i > = 0 \). Now, exactly as in (3.7)-(3.10), we obtain a contradiction. Hence, \( W_{i,2} = \emptyset \).

Step 3 \( (W_{i,3} = \emptyset) \): If \( W_{i,3} \neq \emptyset \), on which we have for all \( l, j \in J_i \), \( \kappa_l = \kappa_j \) and \( \kappa_j \neq \kappa_i \). So, for each \( m \), we have (3.11). Taking \( \varphi_i := \frac{< \text{grad}(H_k), e_i >}{< \text{grad}(H_{k+1}), e_i >} \) and \( \theta_i := \frac{< \text{grad}(H_k), e_i >}{< \text{grad}(H_{k+1}), e_i >} \), by Lemma 3.1 (iv) and (3.11), we get, for every \( l \in J_i \),

\[
(3.21) \quad \kappa_l[(\frac{n}{k+1} - 1)(k+2)\kappa_l + (k+4)\kappa_i] = -c((n-k+1)\kappa_l + (k+1)\kappa_i)\varphi_i.
\]

From Lemma 3.1 (v), for \( j = k \), we get for every \( l \in J_i \),

\[
(3.22) \quad H_{k+1}\theta_i = (\frac{n}{k+1} - 1)(k+2)\kappa_l + (k+1)\kappa_i + c(n-k-1+k\frac{\kappa_i}{\kappa_l})\varphi_i,
\]

and for \( j = k-1 \), we get

\[
H_{k+1}\theta_i = (n-k+1)(k-1)\kappa_i
\]

(3.23)

\[-[\epsilon - \frac{k-1}{k}\kappa_l^2 + \frac{k+1}{k}\kappa_i\kappa_l - c(n-k) - c(k-1)\frac{\kappa_i}{\kappa_l}]\varphi_i,
\]

which, comparing with (3.22), gives

(3.24)

\[(2 - \frac{n}{k+1})\kappa_l - 2\kappa_i = [c(\frac{\kappa_i}{\kappa_l} - 1) + \epsilon \frac{(n-k-1)\kappa_l + (k+1)\kappa_i}{k}]\varphi_i.
\]

Now, by (3.21), \( n-k+1 + (k+1)\frac{\kappa_i}{\kappa_l} \neq 0 \). So, we have

(3.25)

\[
\varphi_i = \frac{(k+2)(\frac{n}{k+1} - 1)\kappa_l + (k+4)\kappa_i}{-c(n-k+1 + (k+1)\frac{\kappa_i}{\kappa_l})}.
\]
Using (3.25), from (3.24), we get
\[ \frac{\epsilon}{k} (n-k-1)^2 (k+2) \kappa_i^2 - c((n-k)^2 + n - 3k - 4) \kappa_i = c(2nk + n - 2k^2 + 4k + 6) \kappa_i \]
(3.26)
\[ + c(k+1)(k-2) \frac{\kappa_i^2}{\kappa_i} - 2 \epsilon \frac{k}{k} (n-k-1)(k+1)(k+3) \kappa_i \kappa_i^2 - 2 \epsilon \frac{k}{k} (k+1)^2 (k+4) \kappa_i^2 \kappa_i, \]
from which, by covariant derivation in direction of \( e_i \), we obtain
\[ \frac{\epsilon}{k^2} (n-k-1)^2 (k+2) \kappa_i^2 - c((n-k)^2 + n - 3k - 4) + c(k+1)(k-2) \frac{\kappa_i^2}{\kappa_i} \\
+ \frac{4 \epsilon}{k} (n-k-1)(k+1)(k+3) \kappa_i \kappa_i + \frac{\epsilon}{k} (k+1)^2 (k+4) \kappa_i^2 \] < \( \text{grad}(\kappa_i), e_i \) =
\[ \{ c(2nk + n - 2k^2 + 4k + 6) + 2c(k+1)(k-2) \frac{\kappa_i}{\kappa_i} - 2 \epsilon \frac{k}{k} (k+1)^2 (k+4) \kappa_i \kappa_i \]
(3.27)
\[ - 2 \epsilon \frac{k}{k} (n-k-1)(k+1)(k+3) \kappa_i^2 \} < \text{grad}(\kappa_i), e_i > . \]

Now, by Lemma 3.1 (i) we have \( \kappa_i + c \varphi_i = - \frac{< \text{grad}(\kappa_i), e_i >}{< \text{grad}(\kappa_i), e_i >} H_{k+1} \vartheta_i \), which using (3.22) and (3.25) and by multiplying by \( ck(k+1) \frac{\kappa_i}{\kappa_i} \), we get
\[ \epsilon(n - k - 1)^2 (k+2)(4k^2 + 7k + 3n + 3) \kappa_i^2 - \epsilon(k+1)^2 (8nk^2 + 15nk - 3n - 12k^3 - 45k^2 \\
- 3k + 30) \kappa_i^2 - ck(n^3 + 4n^2 k^2 + 5n^2 k - 8nk^3 - 7nk^2 + 14nk + 2n^2 + 13n + 4k^4 + k^3 - 22k^2 \\
- 31k - 12) + ck(4n^2 k^2 + n^2 k - 16nk^3 - 10nk^2 + 22nk - 2n^2 + 16n + 12k^4 + 3k^3 - 52k^2 - 65k - 22) \frac{\kappa_i}{\kappa_i} \\
+ ck(k+1)(8nk^2 + 5nk - 7n - 12k^3 + 9k^2 + 33k + 12) \frac{\kappa_i^2}{\kappa_i} - \epsilon(k+1)(n-k-1)(4nk^2 + nk - 24n - 12k^3 - 45k^2 - 29k + 4) \kappa_i \kappa_i \]
(3.28)
\[ + ck(k+1)(k-2)(4k+1) \frac{\kappa_i^3}{\kappa_i} - \epsilon(k+1)^3 (k+4)(4k-5) \frac{\kappa_i^3}{\kappa_i} = 0. \]

Taking \( \bar{x} := \kappa_i^2 \) and \( \bar{y} := \frac{\kappa_i}{\kappa_i} \), from (3.26) by dividing by \( \kappa_i \), we get
\[ \bar{x} = \epsilon c k (k+1)(k-2) \bar{y}^2 + (2nk+n-2k^2+4k+6) \bar{y} + (n-k)^2 + n - 3k - 4 \\
(\bar{y} + (n-k-1)(k+3) \bar{y} + (n-k-1)^2 (k+2). \]

Clearly, one can see that the denominator of the last fraction does not have any real root for integers \( n > k > 0 \). So, from (3.28) we get a polynomial of degree five in terms of \( \bar{y} \), as \( c_0 + c_1 \bar{y} + ... + c_5 \bar{y}^5 = 0 \), where,
\[ c_0 = 2ck(k+2)(n-k-1)^2 (3k+11n+6k^2 + 11nk - 2n^2 + 2n^2 k + 3k^3 - n^3) , \]
\[ c_1 = ck(n-k-1)(-96 - 228k + 260n - 78k^2 + 550nk - 80n^2 - 30n^3 k + 24nk^2 - 6nk^3 - 68n^2 k + 302nk^2 + 150k^4 + 174k^3 - 20n^3 + 12n^2 k^3 - \]
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If the last polynomial equation has no real root, then we have a contradiction. Otherwise it has at most five distinct real roots, which implies that there exists an open subset of \( W_{i,3} = V_i \) on which, \( y_i, \bar{x}, \kappa_i, \kappa_i, H_{k+1} \) are constant, which is a contradiction. Therefore, we get \( V_i = W_{i,3} = \emptyset \). So, \( H_{k+1} \) is constant on \( V \), and hence on \( M \).

4. Proof of the theorems

Proof. (1.1). For the case \( q = 0 \), see Theorem 1 in [4]. Now, we consider the case \( q = 1 \). By examples 5.1 and 5.2, the hypersurfaces of type (i) – (iii) do satisfy the formula \( L_k x = Ax + b \). Conversely, By Lemma 3.2, \( H_{k+1} \) is constant on \( M \). If \( H_{k+1} = 0 \), then \( M \) is \( k \)-minimal. Assume that \( H_{k+1} \neq 0 \). As the proof of Theorem 1 in [4], one may show that \( S \) satisfies the equation \( c_k H_{k+1} S^2 - \beta S = 0 \), where \( \beta = \frac{(n-k-1)H_{k+2} - nH_1}{(k+1)H_{k+1}} \) is constant on \( M \), i.e., \( M \) is isoparametric. So, for each \( i \), we have \( \kappa_i^2 + (\beta/c_k H_{k+1})\kappa_i = 0 \). Since \( M \) is connected, we may assume that there exists an \( m \geq 1 \) such that \( \kappa_i = -\beta/(c_k H_{k+1}) \), for \( i = 1, \ldots, m \), and \( \kappa_i = 0 \), for \( i = m + 1, \ldots, n \). If \( m = n \), then \( M = \mathbb{H}^m(-c) \), which gives (ii). If \( m < n \), as in [12], \( TM \) decomposes as \( TM = T_1 \oplus T_2 \), where \( T_1 := \text{span}\{e_1, \ldots, e_m\} \) and \( T_2 := \text{span}\{e_{m+1}, \ldots, e_n\} \). By Lemma 3.1 (iii), if \( \kappa_i \neq \kappa_j \), then \( \omega_{ij} = 0 \). So, for every \( 1 \leq i \leq m \) and \( m+1 \leq j \leq n \), we have \( \omega_{ij} = 0 \), and \( T_1 \) and \( T_2 \) are integrable. Therefore, \( M \) decomposes as \( M = M_1 \times M_2 \), where \( M_1 \) and \( M_2 \) are the integral manifolds of \( T_1 \) and \( T_2 \), respectively. Hence, \( M_1 \) is an open piece of \( \mathbb{H}^m(-c) \) and \( M_2 \) is an open piece of \( \mathbb{R}^{n-m} \). Therefore, \( M \) is an open piece of \( \mathbb{H}^m(-c) \times \mathbb{R}^{n-m} \).

Proof. (1.2 and 1.3). By examples 5.2 - 5.5, and examples 3.2 and 3.3 in [5], each of the hypersurfaces mentioned in Theorems 1.2 and 1.3 satisfies the formula \( L_k x = Ax + b \). Conversely, since \( H_k \) is constant, by assumption, so is \( H_{k+1} \) by Lemma 3.3 (i). If \( H_{k+1} = 0 \), by Example 5.1, we get \( b = 0 \), which is a contradiction. So, \( H_{k+1} \neq 0 \). In this case, similar
to the proof of Theorem 1.7 in [5], we obtain that the shape operator $S$ satisfies the equation $c_k H_{k+1}S^2 + (\alpha + 2cc_k H_k)S + cc_k H_{k+1}I = 0$, where $\alpha$ is constant. So, $M$ is an isoparametric hypersurface in $S_{q+1}^n$ or $H_{q+1}^n$. Then, by theorems 1 and 2 in [12], $M$ is an open subset of one of the hypersurfaces mentioned in theorems 1.2 and 1.3.

Proof (1.4 and 1.5). By examples 5.1, 5.6 and 5.7, and examples 3.1 and 3.4 in [5], each of the hypersurfaces mentioned in theorems 1.4 and 1.5 satisfies the formula $L_kx = Ax$. Conversely, by Lemma 3.3 (ii), $H_k$ and $H_{k+1}$ are constant on $M$. If $H_{k+1} = 0$, then there is nothing to prove. Assume that $H_{k+1} \neq 0$. Similar to the proof of Theorem 1.2 in [5], the shape operator $S$ satisfies the equation $c_k H_{k+1}S^2 + (\alpha + 2cc_k H_k)S + cc_k H_{k+1}I = 0$, where $\alpha$ is constant, and hence $M$ is an isoparametric hypersurface in $S_{q+1}^n$ or $H_{q+1}^n$, and by theorems 1 and 2 in [12], $M$ is an open subset of one of the hypersurfaces mentioned in the theorems.

5. Examples

Following [4, 5] and [12], we give the following examples.

Example 5.1. Consider an spacelike connected orientable hypersurface $x : M^n \rightarrow M_{q+1}^n(c)$, where $q \in \{0, 1\}$ and $c \in \{-1, 0, 1\}$. Assume that $H_k$ is constant (when $c \neq 0$), and $H_{k+1} \equiv 0$. By (2.6), it satisfies $L_k x = Ax + b$, with $A = -cc_k H_{k+1}I_{k+2} \in \mathbb{R}^{(n+2)\times(n+2)}$ and $b = 0 \in \mathbb{R}^{n+2}$.

Example 5.2. Let $M$ be $\mathbb{H}^m(-r) \times \mathbb{R}^{n-m} \subset \mathbb{H}^n_1$, with $r > 0$ and $1 \leq m \leq n$. In fact, $M = \{y \in \mathbb{H}^{n+1}_1 \mid y_1^2 + \ldots + y_{m+1}^2 = -r^2\}$. With the Gauss map $N(y) = (-y_1, y_2, \ldots, y_{m+1}, 0, \ldots, 0)$ on $M$, we get its principal curvatures $k_1 = \ldots = k_m = \frac{1}{r}$, $k_{m+1} = \ldots = k_n = 0$. Then, $(k_{k+1}^n)^{k+1} = (-1)^{k+1}(m_{k+1})(\frac{1}{r})^{k+1}$, for $k < m$, and $H_{k+1} = 0$, otherwise. By (2.6), $L_k x = Ax$, with $A = (-1)^k (\frac{m}{k+1}) (k+1) (\frac{1}{r})^{k+2} \text{diag}[-1, I_m, 0]$. When $m = n$, $M = \mathbb{H}^n(-r)$ is totally umbilic in $\mathbb{H}_q^{n+1}$.

Example 5.3. Take a unit vector $a \in \mathbb{R}^{n+2}_1$ and $\sigma = \langle a, a \rangle$. For each $r > \sqrt{|\sigma|}$, $M_r := \{y \in S^{n+1}_1 \subset \mathbb{R}^{n+2}_1 \mid y, a = \sqrt{r^2 + \sigma}\}$ is a totally umbilic hypersurface in $S^{n+1}_1$. Similar to Example 3.2 in [5], the Gauss map is $N(x) = \frac{1}{r}(a - \sqrt{r^2 + \sigma}x)$, and so for all $i$, $\kappa_i = \frac{1}{r}\sqrt{r^2 + \sigma}$, and for each $k$, $H_k = (-1)^k(\frac{1}{r}\sqrt{r^2 + \sigma})^{k+1}$. By (2.6), $M_r$ satisfies $L_k x = Ax + b$, with $A = c_k(-1)^k\sigma\sqrt{r^2 + \sigma}I_{n+2}$ and $b = c_k(-1)^k(\frac{1}{r}\sqrt{r^2 + \sigma})^{k+1}a$. When $\sigma = -1$ and $r \geq 1$, $M_r = S^n(r)$. When $\sigma = 1$ and $r > 0$, $M_r = H^n(-r)$.
Example 5.4. In this example, we follow [12], page 132. Take \( \epsilon = (-1, 1, 0, \ldots, 0) \in \mathbb{R}^n_{1+2} \). Define the function \( g : \mathbb{S}^n_{1+1} \subset \mathbb{R}^n_{1+2} \rightarrow \mathbb{R} \) by \( g(x) = -x_1 + x_2 \), and take \( M_t := g^{-1}(\epsilon e^t) \), for each \( t \in \mathbb{R} \). In fact, \( M_t = \{(f(y) + \sinh(t), f(y) + \cosh(t), y) \in \mathbb{S}^n_{1+1}| y \in \mathbb{R}^n \} \), where \( f(y) = \frac{1}{2} \sum_{i=1}^{n+2} y_i^2 \). With respect to the Gauss map \( N(x) = e^t \epsilon \) on \( M_t \), one may obtain \( \kappa_1 = \ldots = \kappa_n = 1 \), and so \( H_k = (-1)^k \). Therefore, by (2.6), \( M_t \) satisfies \( L_kx = Ax + b \), for \( k = 0, 1, \ldots, n - 1 \), with \( A = 0 \) and \( b = c_k(-1)^{k+1}e^t \epsilon \).

Example 5.5. Take a timelike unit vector \( a \in \mathbb{R}^n_{1+2} \) and \( f : \mathbb{H}^n_{1+1} \subset \mathbb{R}^n_{1+2} \rightarrow \mathbb{R} \), given by \( f(v) = < v, a > \). For \( 0 < r \leq 1 \), \( M_r := f^{-1}(\sqrt{1 - r^2}) = \mathbb{H}^n_r \) is a totally umbilic hypersurface in \( \mathbb{H}^n_{1+1} \). Similar to Example 3.3 in [5], with the Gauss map \( N(x) = \frac{1}{r} (a - \sqrt{1 - r^2} x) \), one may see that for all \( i \), \( \kappa_i = \frac{\sqrt{1 - r^2}}{r} \), and for each \( k \), \( H_k = (-1)^k \frac{\sqrt{1 - r^2}}{r} \). By (2.6), \( M_r \) satisfies \( L_kx = Ax + b \), with \( A = c_k(-1)^k \frac{\sqrt{1 - r^2}}{r} I_{n+2} \) and \( b = c_k(-1)^{k+1} \frac{\sqrt{1 - r^2}}{r}^k a \).

Example 5.6. Let \( M \) be the standard product

\[
H^m(\sqrt{1 - r^2}) \times S^{n-m}(r) \subset \mathbb{S}^n_{1+1},
\]

where \( r > 1 \) and \( 0 < m < n \). Similar to Example 3.4 in [5], \( M \) is a connected component of \( M_r := \{ y \in \mathbb{S}^n_{1+1} \subset \mathbb{R}^n_{1+2} | y_1^2 + \cdots + y_{n+m}^2 + (1 - \frac{1}{r^2}) y_{n+m+1} \cdots y_{n+2} = r^2 \} \). Then, the Gauss map of \( M \) is \( N(y) = \frac{1}{\sqrt{r^2 - 1}} (y_1, \ldots, y_{n+m}, 1 - \frac{1}{r^2} y_{n+m+1} \ldots y_{n+2}) \), and its principal curvatures are \( \kappa_1 = \ldots = \kappa_n = \frac{1}{\sqrt{r^2 - 1}} \). So, \( H_k \) and \( H_{k+1} \) are constant, and by (2.6), \( L_kx = (\lambda x_1, \ldots, \lambda x_{m+1}, \mu x_{m+2}, \ldots, \mu x_{n+2}) = Ax + b \), where \( \lambda = \frac{r}{\sqrt{r^2 - 1}} c_k H_{k+1} - c_k H_k \), \( \mu = \frac{r}{\sqrt{r^2 - 1}} c_k H_{k+1} - c_k H_k \), \( A = \text{diag}[\lambda, \ldots, \lambda, \mu, \ldots, \mu] \) and \( b = 0 \).

Example 5.7. Let \( M \) be the standard product

\[
\mathbb{H}^m(\sqrt{1 - r^2}) \times \mathbb{H}^{n-m}(r) \subset \mathbb{H}^n_{1+1},
\]

where \( 0 < r < 1 \) and \( 0 < m < n \). \( M \) is a connected component of \( M_r := \{ y \in \mathbb{H}^n_{1+1} \subset \mathbb{H}^n_{1+2} | -y_1^2 + y_2^2 + \cdots + y_{n+m+1}^2 = -r^2 \} \), with the Gauss map \( N(y) = \frac{r}{\sqrt{1 - r^2}} (y_1, (1 - \frac{1}{r^2}) y_2, \ldots, y_{m+1}, (1 - \frac{1}{r^2}) y_{m+2}, \ldots, (1 - \frac{1}{r^2}) y_{n+2}) \) and the principal curvatures \( \kappa_1 = \ldots = \kappa_m = \frac{r}{\sqrt{1 - r^2}} \), \( \kappa_{m+1} = \ldots = \kappa_n = -\frac{1}{r^2} \). Then, \( H_k \) and \( H_{k+1} \) are constant and \( L_kx = \ldots \)
\[(\lambda x_1, \mu x_2, \lambda x_3, \ldots, \lambda x_{m+2}, \mu x_{m+3}, \ldots, \mu x_{n+2}) = Ax + b,\]

where,

\[
\lambda = \frac{-r}{\sqrt{1-r^2}} c_k H_{k+1} + c_k H_k,
\mu = \frac{\sqrt{1-r^2}}{r} c_k H_{k+1} + c_k H_k,
\]

\(b = 0\) and \(A = \text{diag}[\lambda, \mu, \lambda, \ldots, \lambda, \mu, \ldots, \mu].\)

Acknowledgments

The authors would like to gratefully thank the anonymous referee for his (her) careful reading of the paper and the corrections. The second author thanks professor L. J. Alias gratefully for his excellent scientific cooperation.

References

F. Pashaie
Department of pure Mathematics, Faculty of Mathematical Sciences, Tarbiat Modares University, P. O. Box 14115-134, Tehran, Iran
Email: f_pashaie@maragheh.ac.ir

S. M. B. Kashani
Department of pure Mathematics, Faculty of Mathematical Sciences, Tarbiat Modares University, P. O. Box 14115-134, Tehran, Iran
Email: Kashanim@modares.ac.ir